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Abstract  

In a current research project at the Ansbach University of Applied Science, an AI-based quiz 

function was created to serve as a voluntary student-oriented support offer to determine their 

learning progress in their respective courses by means of conducting self-assessment quizzes. 

The application takes lecture scripts as input and applies a question generation model to create 

questions that students can answer. In order to evaluate the given answers, another language 

model is involved to perform Natural Language Inference (NLI). Users can engage with the 

system via a graphical user interface currently provided via a web app. To assess preliminary 

feasibility and perception of the model prototype, a qualitative focus group discussion 

following a semi-structured interview guideline prepared by the research team according to 

similar studies in the education field (Sek et al. 2012) was conducted with five participants. A 

transcript of the discussion was prepared and analyzed using the qualitative content analysis 

method according to Kuckartz. Overall, the quiz function was well received by the participants 

of the focus group. However, the prototype still has potential when it comes to generating 

meaningful questions and transparently assigning categories to the given answers. Furthermore, 

the quiz parameters should be individually adjustable by users. In the following paper, the 

development of the service is illustrated by outlining the considerations for the application 

design and the training procedure of the language models. Afterwards, the design of the 

qualitative focus group is described including the presentation of the results. 
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1. Introduction 

 

With the advent of artificial intelligence (AI) in the education sector, interesting potentials for 

its application at universities arise in particular in the field of Natural Language Processing. 

The goal of the current research project at Ansbach University of Applied Science is to develop 

a digital, intelligent assistant for study and teaching. The digital assistant will have four main 

application areas: a communicator component for answering questions, conversation, and 

mentoring; a planner to perform time management and course planning tasks; a motivator to 

actively manage learning success; and an analyzer, to provide the necessary information about 

the student's study and learning progress. The latest focus of the project is to establish an 

analyzing component that can be used to automatically measure learning progress of students.  

 

Self-assessments carried out by the students are a suitable option for this purpose. Student self-

assessment refers in general to a variety of mechanisms and techniques through which students 

assess and evaluate their own learning progress (Panadero et al., 2016). One form of self-

assessments are online quizzes to test understanding of the course content (Bognár et al., 2021). 

Quizzes offer a dynamic environment due to their numerous customization options with 

regards to size, question types, grading, time limitations etc. (Gikandi et al., 2011). The score 

derived from answering questions provides immediate feedback to learners and thus supports 

them in monitoring whether they have achieved a learning objective or a desired level of 

performance in a course (Ćukušić et al., 2014).  

 

Currently, however, the questions would still have to be developed manually by the respective 

lecturers. Large Language Models can support in this scenario as they are increasingly used for 

various language-based tasks like question-answering, text generation or summarization. Due 

to the possibility to enhance the capacities of transformer language models more and more, a 

trend towards increasing the scale of language models has emerged in recent years. Thus, the 

architectures of these models are no longer task-specific, but task-agnostic in design. Moreover, 

they are trained on large datasets that are also task-unspecific as well as domain-unspecific. 

(Wei et al., 2022). Trained once, LLM strongly perform in zero-, one- or few-shot settings at 

tasks defined on-the-fly like the automatic generation of questions (Brown et al., 2020). In 

addition, there are also verification mechanisms using Natural Language Inference to check 

the answers to questions for their correctness. 

 

The following paper describes the development of such a system, which can be used for the 

automatic generation of questions for self-assessment quizzes as well as for the verification of 

the given answers. First, the application design of the quiz function including relevant findings 

from the literature are pointed out in section 2. Then, in section 3, the possible architecture of 

such a model is presented and the process for testing is described. Afterward, a qualitative 

focus group with students was conducted to assess preliminary feasibility and perception of the 

system prototype followed by a discussion of the results in section 6. Finally, a conclusion is 

drawn in section 7.  

 

2. Application Design 

 

This chapter describes the system that can be used for the automatic generation of quizzes to 

measure learning progress. For the development of the design, various studies were considered 

that use online quizzes for the self-assessment of students. 

 



 

In a research project at the University of Stuttgart, a smartphone app was designed that offers 

students quizzes on modules of a selected course and provides direct feedback after answering 

the questions (display of an overview of the number of correctly and incorrectly answered 

questions). The quizzes can be used on a voluntary basis. In addition, the results are not stored 

and evaluated, but can only be viewed by the respective student (Pauli et al., 2020).  

 

An application developed at the University of Graz also provides students with online quizzes 

for individual courses, however, via the learning management system (LMS) Moodle. Students 

are given the opportunity to voluntarily check their level of knowledge in a lecture based on 

questions about course material and automatically receive a grade for their results. The quizzes 

can be taken several times (Schweighofer et al., 2019). 

 

In another example, which provides online quizzes for students via the LMS MyMathLab, the 

authors (Sek et al., 2012) point out various features that need to be considered when developing 

a quiz application. These include the number of questions, the number of attempts, the question 

format, time limitations, and the way the results are displayed. 

 

Based on these examples, initial requirements for a system that can be used at Ansbach 

University of Applied Science were collected within the research team. Overall, the quiz 

function is intended to serve as a voluntary student-oriented support offer to determine their 

learning progress in their respective courses by means of conducting quizzes regardless of 

possible offers provided by lecturers. Accordingly, the application contains content-related 

questions about a course with a prompt evaluation of the given answers. The results are only 

visible to the respective student. In addition, the quizzes should be able to be conducted online 

and thus independent of location and time. 

 

The use of language models for the development of the application enables an automatic 

generation of questions. Using lecture materials such as scripts or book extracts, questions 

about the content should be generated. In order to evaluate the given answers, another language 

model be involved to perform Natural Language Inference (NLI). The NLI model classifies the 

given answers into three classes with the respective probabilities and thus, statements about 

the correctness can be made. Based on these requirements, the development of a first prototype 

will be described in the following section. 

 

3. Model Architecture 

 

The proposed system consists of two components: (1) a model for question generation and (2) 

a model for NLI whereas the two models are not connected and work independently. First, 

questions are generated given a text passage. Then, answers provided by a user are checked for 

their accuracy. Users can engage with the system via a graphical user interface currently 

provided via a web app. 

 

3.1 Question Generation Model 

 

For the question generation task, a pre-trained T5 model is used as a foundation. Being trained 

on a huge amount of unlabeled data consisting of clean English text (the Colossal Clean 

Crawled Corpus), the T5 model is able to perform various Natural Language Processing (NLP) 

downstream tasks e.g. summarization or translation (Raffel et al., 2020). Its architecture is 

based on an encoder-decoder transformer implementation which converts all NLP problems 

into a text-to-text format. In our case, a pre-trained T5-model fine-tuned on the GermanQuAD 



 

dataset which consists of extractive question and answer pairs was used (Dehio, 2022). Given 

a German text, the model generates a list of questions about it. As seen from others, beam 

search and top_k random sampling to generated a variety of questions was used (von Platen, 

2020).  

 

3.2 Natural Language Inference 

 
To reach the goal of verifying if given answers to a question are correct NLI is used. Natural 

language inference is the task of determining whether a “hypothesis” is true (entailment), false 

(contradiction) or undetermined (neutral) given a “premise” (Lokshyn, 2022). A pre-trained 

mDeBERTa-v3-base model was used trained on a large multilingual dataset containing NLI 

hypothesis-premise pairs (Laurer, 2022). The transformer-based architecture is able to compare 

a given answer with the underlying text and return a score with regards to the tree classes 

entailment, contradiction and neutral. 

 

3.3 Graphical User Interface 

 

Users can access the system via a web app that is created with the Streamlit library. Multiple 

user interfaces have been build. The landing page displays a menu for selecting the quiz topic 

(see Fig. 1).  

 

 
Figure 1: Landing page of the quiz function. 

 

After selecting the topic, the user is automatically redirected to the second interface displaying 

the underlying text on the basis of which the associated questions are generated (see Fig. 2). 

 

 
Figure 2: Display of the text used to generate the questions. 

 

The "Generate questions" button outputs a list of 10 questions. In addition, the questions appear 

individually above the corresponding input field for typing in the answers (see Fig. 3). 

 



 

 
Figure 3: Output of the question list. 

 

After typing in the answer, via the "Next" button, the scores for the three classes are displayed 

below the answer field (see Fig. 4). 

 

 
Figure 4: Answer verification. 

 

4. Testing 

 

As pre-trained models were used, no training but testing process was required. Both models 

were tested manually with a human in loop. The testing of the question generation model was 

based on several steps. In order to select a question-answering model a small test was 

conducted during which various pre-trained question generation models were used to check the 

quality of the generated question based on the same paragraph. Once a model was selected, it 

was detected that the paragraph length correlated with the repetition of questions. The bigger 

the paragraph, the better the quality of the questions generated without repetition. The 

generated questions were processed to remove the repeated questions by the model 

programmatically. For the NLI model the paragraphs with the generated questions were 

evaluated manually. 

 

5. Evaluation 

 

In order to evaluate the quiz function from the perspective of future users, it was decided to 

have an initial prototype tested by students during the development process. The goal of this 

evaluation was to get feedback on current features of the quiz function, but also to get ideas on 

how the function can be better adapted to the student’s needs. For this purpose, a qualitative 

focus group was conducted with several participants. 

 



 

5.1 Participants 

 

The participants of the study were approached through a university course and volunteered to 

participate in the focus group in December 2022. In total, 5 participants were recruited for the 

focus group consisting of three students, one professor and one scientific associate, all from 

the same study program. Among them there were four females and one male. Due to the limited 

research funds, there was no reimbursement for the focus group participation. 

 

5.2 Data Collection 

 

For the focus group, a semi-structured interview guideline was prepared by the research team. 

The semi-structured format was chosen to allow for open discussions. The questions were 

partly created based on prior literature research of similar studies in the educational field (Sek 

et al., 2012). The focus group was performed online via Zoom and moderated by two of the 

authors of this paper. As two specifications of the Analyzer were studied, the presentation and 

discussion was divided into two parts as well. In each part, the Analyzer component was first 

presented, after which the participants had the opportunity to test the function themselves 

followed by a discussion. 

 
Question Category Explanation Example Question 

Scope & Content Questions concerning the scope and 

content quality of the questions 

“Were the questions asked about the content 

understandable?  

“How did you feel about the number of 

questions in a section?”   

Parameters Questions concerning the different 

parameters of the model such as time 

restrictions    

“Do you think there should be a time limit to 

answer the questions?”  

“When should the answers to the question be 

displayed?- Directly after the question or 

after completion of the quiz?” 

“Would it be helpful if you could give a due 

date for the quizzes on a particular topic?” 

User Experience Questions dealing with usability, 

navigation, and the output format 

“Were you satisfied with the presentation of 

the results per question and overall?” 

“How did you perceive the navigation on the 

page? Did you know where to click to get 

the necessary information?” 

“How should the quiz ideally be delivered?” 

Format Questions dealing with the general 

output format 

“What other possibilities do you know or 

use to check your level of learning 

progress?” 

“Would you prefer a different examination 

format? For example as a multiple choice 

test?” 

Table 1: Semi-structured Interview Guideline. 

 

5.3 Data Analysis 

 

For data analysis we used the qualitative content analysis method (Kuckartz, 2016) in two 

stages according to (Schulz, 2012), since this procedure fits best to our research design. In a 

first step, the video recording was transcribed and reviewed several times by the research team. 

In a second step, the data were coded, categorized and after a final review adapted. The coding 

procedure was done using both an inductive and a deductive approach. As described previously 

the semi-structured interview guideline was based on three pre-defined categories. These 



 

categories were then adapted during the analysis, further categories were added and others 

renamed. The coding process was reviewed by other team members to maximize objectivity.  

 

5.4 Results 

 

In general, the quiz function was well received by the participants. Positive aspects that were 

mentioned cover the self-explanatory design of the system, the amount of questions and the 

display of a rating of the given answers. Participants were in general surprised and impressed 

with the capability of the question generation model.  

 

In terms of the content quality of the generated questions, the feedback was mixed. While some 

of the questions encourage a deeper engagement with the topic, others were deemed less useful. 

For example, several times the same question was issued by the model only in a different 

wording. However, the structure of the questions was predominantly evaluated positively.  

 

The natural language inference model did not fully meet the expectations of the participants. 

While the evaluation of the answers was initially emphasized favorably, the rating according 

to the three classes (entailment, contradiction or neutral) does not always appear to be plausible. 

Suggestions for improvement included, first, an explanation of how the response was classified, 

and second, the output of a sample solution.  

 

Another intention behind the focus group was to obtain ideas regarding the format of the 

quizzes. Among other things, the addition of a time limit during the answering of the questions 

or the integration of a due date was pointed out. Limiting the number of attempts to complete 

a quiz could be another option. Regarding the answer format, multiple-choice quizzes were 

discussed as an alternative to the current open-question format. 

 

Finally, the provision to the quiz function was discussed. In particular, students would welcome 

the offer of a smartphone app or integration via the learning management system used at the 

university in order to prevent additional media disruptions. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

Category and sub-

category 

Definition Quote (example) 

1. Positive Aspects All text passages that include 

positive aspects of the quiz 

function 

“What I particularly liked about the quiz function 

is the structure, where you first read up on the 

topic and then have it in front of your eyes and 

directly answer various questions about it.” 

(Focusgroup2.2, paragraph 8) 

2. Improvement 

Suggestions 

All text passages that show 

improvement options for the 

feature 

 

2.1 

Comprehensibility 

All text passages that include 

suggestions for improvement on 

the comprehensibility of the 

result as well as information 

value of the questions 

“A suggestion would also be to clarify what 

exactly "good" means, what "neutral" means, and 

why.” (Focusgroup2.2, paragraph 17) 

2.2 User Experience / 

Navigation 

All text passages that 

demonstrate how user 

experience and navigation were 

perceived 

“Everything that is connected to authentication 

would be an additional hurdle” (Focusgroup2.2, 

paragraph 50) 

2.3  Functionality All text passages that 

demonstrate suggestions for 

improvement on various 

functions 

 

2.3.1 Time Limit All text passages that 

demonstrate how a time limit 

can support the preparation for 

the exam 

“I actually think it would be cool if you could 

choose whether you want to have a time limit or 

not. Because maybe if a topic is new, it would be 

great to have enough time to think about it. But if 

it's a topic that you've already had several times 

and are well-prepared for, you can say that you 

have a time limit, just like you would in an 

exam.” (Focusgroup2.2, paragraph 24) 

2.3.2 Number of 

attempts 

All text passages that 

demonstrate how limiting the 

number of attempts can support 

exam preparation 

“Maybe it is also a point that can be left open, like 

limiting the time, because it simulates the feeling 

of an exam more strongly. But I generally don't 

think it's bad if it would be limited.” 

(Focusgroup2.2, paragraph 12) 

2.3.3 Sample 

solutions 

All text passages that 

demonstrate how a sample 

solution could improve the 

function 

“Maybe it would be really cool if there was the 

possibility to display some kind of sample 

solution.” (Focusgroup2.2, paragraph 12) 

2.3.4 Examination 

format 

All text passages that identify 

various exam questions to 

support the learning process 

“It depends, whether I am in the learning phase. I 

think, then I would prefer to actively engage with 

the material or is it just before the exam and I 

want to check where I stand. Then, hiding it is 

probably better.” (Focusgroup2.2, paragraph 37) 

2.3.5 Due Date All text passages that 

demonstrate how setting a due 

date for learning content can 

promote the learning process 

“Everyone would find that helpful.” 

(Focusgroup2.2, paragraph 40) 

Table 2: Results from the second part of the focus group, reflecting the testing of  

the quiz function. Texts have been translated from German. 

 

6. Discussion 

 

The objective of this focus group was to assess preliminary feasibility and perception of the 

quiz function. The findings suggest that especially the question generation model as well as the 

NLI model and the structure of the quizzes need to be adapted according to the needs of the 



 

future users. Since the question generation model does not yet offer a consistent quality of the 

created questions, further training of the model is necessary, possibly also on further data sets. 

The categorization of the NLI model must be made transparent to the user. This means that the 

underlying rules for the assignment of the classes would have to be displayed or hints would 

have to be given in order to answer a question completely correctly. Overall, more 

customization options are desired. Students would like more customization options, e.g., 

selecting answer formats, setting a time limit, setting the number of attempts to answer a 

question. 

 

6.1 Limitations and Implications for Future Work 

 

A shortcoming of the design of the focus group relates to the small sample size of the 

participant group. Moreover, the group was recruited from only one course and study program, 

which resulted in a low heterogeneity of the sample group. In contrast, this could also be seen 

as advantage, since one may assume a similar level of knowledge of the participants. 

Nevertheless, future focus groups should consider a larger, as well as more diverse participant 

base.  

 

In terms of practical implications, the focus group resulted in several ideas for the further 

development of the quiz function, such as the proposal to integrate the application within the 

Learning Management System Moodle. The feature would be available in the same place as 

course materials.  A benefit would be that Moodle offers a mobile application, with which 

students could access the quiz function on their smartphone. Another interesting aspect is the 

expansion of the model from students to teachers. For example, by supporting teachers in the 

creation of exam questions or the analysis of the learning progress of participants in a course. 

 

7. Conclusion 

 

In this paper, the use of language models to measure learning progress was assessed. The 

overall research goal was to develop an application that allows students to self-assess learning 

progress on course level. An AI-based quiz function was created using a question generation 

model and an NLI model. The application takes lecture scripts as an input and creates questions 

that can then be answered by students. The given answers are verified by the NLI model. A 

qualitative focus group was conducted to acquire insights about the application with regards to 

user experience, format, and content. Overall, the quiz function was well received by the 

participants of the focus group. However, the prototype still has potential when it comes to 

generating meaningful questions and transparently assigning categories to the given answers. 

Furthermore, the quiz parameters should be individually adjustable by users. 

 

The study highlights the enormous potential that can be derived from the application of 

language models within the educational context. Moreover, practical implications for 

implementing an AI-based quiz function are described. The insights gained from the focus 

group will be incorporated in the further development of the quiz function. 
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