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Abstract 
First-year students and visitors to South African universities often lose their way. This is due 
to widespread areas and complex routes or pathways on campuses. The experience can be 
intimidating and confusing to students and visitors who ask for directions from senior 
students or university personnel at helpdesks. This paper presents a potential answer to this 
dilemma – a hybrid chatbot system named SoshaMapBot. This chatbot was developed and 
tested on the Soshanguve campus of the Tshwane University of Technology in South Africa. 
The SoshaMapBot uses the entity recognition technique of natural language processing to 
process the written texts that the user types into the chatbot. The SoshaMapBot asks the users 
to upload photographs of their surroundings to the program via text. The chatbot then 
captures these images as inputs and returns textual responses with directions to the user. This 
study evaluated the proposed chatbot to confirm whether using image processing in chatbots 
is a viable and sustainable methodology. During the evaluation process of the developed 
chatbot, the researchers found that the developed chatbot exhibited a 75% accuracy rate in 
determining where the students or visitors find themselves on campus and giving the correct 
directions to them. The research found that image processing is a feasible way to develop 
chatbots and the findings are explained in this paper. However, image processing must be 
combined with the correct choice of technology, algorithms, and methodologies. Therefore, 
by developing this chatbot, this study contributes to communication technology for enhanced 
communication techniques. 
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Introduction 
 
A chatbot can be defined as a “computer program designed to simulate conversation with 
human users, especially over the internet” (Adamopoulou & Moussiades, 2020). The 
computer program combines artificial intelligence (AI) and natural language processing 
(NLP) to understand the user’s questions and automatically respond to them (by using text-
like human conversation). NLP is a technology that uses machine learning algorithms to give 
a machine the ability to understand, learn and make sense of ‘human’ text. The machine can 
then respond to the text or voice data with text or speech of their own that is understandable 
to humans (Adamopoulou & Moussiades, 2020). Chatbots are thus very convenient as the 
chatbots can be used to respond to the user’s questions quickly (Adamopoulou & 
Moussiades, 2020). (Adamopoulou & Moussiades, 2020). Machine learning algorithms (also 
called reinforcement learning algorithms) allow the chatbot to learn new data and information 
over time. This results in the responses’ accuracy also increasing over time (Singh et al., 
2019). 
 
This study elaborated on in this paper investigated the development of a chatbot. The chatbot 
aim is to support new students and visitors to find specific locations on a large university 
campus where there is no information or guidance available on Google maps or other similar 
programs. ShoshaMapbot, the chatbot developed in this study, will guide the user when 
navigating to the destination they are looking for on campus. The chatbot uses a photo to 
determine the user’s position on the campus. A photo, also called an image, consists of a 
number of pixels. Every pixel has a specific shade, opacity or colour. The number of pixels in 
the image is dependent on the height and width of the image. An image of 500x400 will have 
20000 pixels. These pixels are used for image processing. Image processing converts an 
image into a digital format (pixels) that can be used to enhance the image or get specific 
information from it (Arthur et al., 2017, p. 123). Our study’s chatbot uses image processing 
to predict the user’s current location, and identifies the required destination from the 
conversation on the chatbot. 
 
Chatbots do not often use AI with image processing. This can be attributed to the challenges 
in implementing the combinations of natural language and image processing (Adamopoulou 
& Moussiades, 2020). This study focused on the development of a chatbot and how image 
processing can be incorporated into chatbot development. The image processing in the 
chatbot is used to predict the user’s current location and provide campus navigation. 
 
The next section of this paper provides the literature review we conducted before developing 
the chatbot. The methodology follows the literature review. Then we provide a discussion on 
the development and implementation of the chatbot (ShoshaMapBot). A presentation of the 
results follows, and then the conclusion is presented. 
 
Literature Review 
 
The following studies were found in our survey of the literature. These studies identify the 
algorithms and techniques incorporated in image-processing chatbots. 
 
Dechert et al. (2019) developed a disembodied conversational agent (CA) chatbot. This 
chatbot was aimed at collecting geotagged images called Dengue Detector (DD). The Dengue 
Detector receives and prompts the user's location and provides instruction indicators for 
taking images. The Dengue Detector is developed using DialogFlow in conjunction with 



 

basic Natural Language Processing (NLP) techniques, intent recognition, and the Facebook 
application programming interface (API) for the user interface. 
 
Lee et al. (2019) developed a web-based chatbot that provides a so-called ‘social magazine’ 
consisting of video content. Their chatbot feeds on news from various social media platforms 
and then creates a video or magazine based on the results of the ‘social media news analysis’. 
The video is created by combining sets of images, repetition, and video effects such as fade-
in and fade-out techniques. The developers then used the Fast Forward MPEG (FFMPEG) 
library to create background music synthesis for the videos. 
 
Another interesting system quite similar is a video chatbot developed by Li et al. (2016). This 
chatbot system allows users to comment on each other's posts using video and has a text-
based feature as an added functionality. Users can extract and search visual features from 
videos. In order to extract visual features of the video, they used convolutional neural 
networks (CNN), and for searching through the video, they used the approximate nearest 
neighbour (ANN). The chatbot could only be accessed on a computer or laptop with a web 
camera. 
 
Pardasani et al. (2018) developed a hand-gesture recognition chatbot model that can be used 
to communicate with deaf and hard-of-hearing people. They aimed to fill the gap between the 
use of voice chatbots amongst abled and deaf, and hard-of-hearing people. 
  
Sathit developed a financial trading system composed of an image processing service that 
checked whether the customer had uploaded a valid image for the transfer. All the responses 
in the database were predefined, and the system did not produce any new responses outside 
of the predefined scope (Prasomphan, 2019). 
 
In the literature that we studied and summarised briefly above, we have observed that we 
could develop a unique chatbot different from the ones developed as part of the 
abovementioned studies. The main novelty of our research with the SoshaMapBot system is 
that this study introduces a unique technique for developing task-based chatbots that 
incorporates image processing. Additionally, the explicit difference between the systems 
developed in previous research and this study's chatbot is that none of the prior chatbots uses 
image processing to predict the user’s locations. When an image processing technique is 
applied in the previous studies, it does not have feature matching in which at least two images 
are compared. 
 
Methodology 
 
This study adopted the design science methodology. Design science research focuses on the 
innovation and utility of the artefact produced, which in this study is the image-processing 
chatbot. The artefact contributes as an innovative solution towards implementing chatbots 
that can read images and use information retrieved from an image to determine the current 
location. Therefore, the developed artefact is evaluated based on meeting specific 
requirements and serving a human purpose (Hevner et al., 2004; Jansen van Vuuren et al., 
2016). The outcomes of a design science-based research artefact can vary depending on the 
problem being addressed. As such, the contribution of an artefact is based on the usability of 
an existing artefact for a new purpose or in a new environment or context (Cannas & Gosling, 
2021).  



 

Figure 1 (adapted from Jansen van Vuuren, Grobler, Leenen, Chan, and Dawood, 2016) 
demonstrates the adopted methodology's iteration process in design science format. Stage 1 
in Figure 1 highlights the conceptual and explanatory research, including requirements 
extraction and literature study. Stage 2 highlights a description of the model, an evaluation of 
the results, and the maintenance process (Jansen van Vuuren et al., 2016). 
  

Figure 1: Methodology (Jansen van Vuuren et al., 2016) 
 
This study also used machine learning methods in the image processing stage of the creation 
of the chatbot artefact. This method is proposed by Arthur et al. (2017) and includes dataset 
creation, digitalisation, background subtraction (interpolation), element segmentation and 
cropping, and feature matching. The image processing technique used to find matching 
features of the images was adapted to use feature matching instead of feature extraction. 
Feature matching is “the act of recognizing features of the same object across images with 
slightly different viewpoints” (Roelke, 2013). This feature-mapping step uses the k-nearest 
neighbour (KNN) classification algorithm and Euclidean distance. According to Raschka 
(2018, p. 3), “nearest neighbour algorithms are among the ‘simplest’ supervised machine 
learning algorithms” that can be used in the field of pattern recognition. A supervised 
machine learning algorithm “relies on labelled input data to learn a function that produces 
appropriate output when given unlabelled data” (Harrison, 2018). The technique applies the 
Gaussian elimination rule to the image pixel to find and verify matching features within the 
images when they are being compared. 
 
The next sections discuss how these methods are used to develop the image processing model 
that takes an image as input and predicts the user's current location. 
 
Development of the SoshaMapBot 
 
The ShoshaMapBot is an image processing-based chatbot with five components: mobile 
application, bot service, multimedia database, image processing (IP) service, and digital file 



 

storage. Authentication and authorisation information security protocols are necessary to 
ensure the chatbot communicates with the correct users and does not mix-match responses. A 
unique username allocation authorisation process was used with the user's internet protocol 
(IP) address as the username to ensure that when the location identification results come back 
from the IP service, they get sent to the correct user. This username is allocated at every 
session start and revoked at every session end. A new IP username is allocated to the user 
during every session. This ensures that the response is sent to the user with a specific IP 
address and immediately deletes the records after responding to avoid duplications and miss 
matching results. The architecture of the ShoshMapBot is shown in Figure 2. 
 

 
Figure 2: Architecture of the ShoshaMapbot 

 
User Interface 
 
The SoshaMapBot interface is developed for communication between the user and the 
chatbot service. This self-created mobile application interface is developed and integrated 
with the chatbot service, thus allowing the user to initiate and maintain communication 
through the mobile application service. The user interacts with the service using text and can 
upload the image using an attachment button. The user interface is shown in Figure 3. 

Figure 3: SoshaMapBot – user interface with directions 



 

The user interacts with the chatbot to find the campus directions, instead of the chatbot 
asking for the user’s current location. The chatbot requests an image from the user of their 
location and sends it to the image processing model in the background. When the image 
processing model has completed its tasks, results are returned to the user as directions or 
information messages notifying the user that the location could not be found. 
 
Bot Service 
 
A bot service is a web service that can be integrated into many applications to provide front-
end functionality. In the case of ShoshaMapbot, the bot service is a web service with a single 
line of HTTP WebView referring to the bot service. Microsoft’s Azure Bot Service was used 
to create the bot service. The SoshaMapBot chatbot system needs an image to determine the 
user's location. The bot service provides the conversational flow between the user and the 
chatbot. The user uses a mobile device to capture the image, which is then uploaded to the 
chatbot system. The service is deployed on the Microsoft Azure cloud platform as a web 
service accessed on the mobile application through a webview URL that provides a user-
friendly interface to the user. 
 
In order to make SoshaMapBot understand the user’s requests for the location, the bot uses 
the named-entity recognition NLP technique. The named-entity recognition algorithm 
identifies the destination location from the user’s response by performing a dictionary word 
search of specific locations of the campus stored in the location dictionary. It then computes 
directions from the source to a destination following the user’s image upload. 
 
Multimedia Database 
 
The multimedia database resides at the heart of SoshaMapBot and is used as an intermediate 
point of communication between the image processing service and the bot service. It consists 
of four databases and five collections. The main functionality of the database is to store 
statically constructed information on campus areas. Unique symbols, identifiers, and names 
were used to identify the proposed areas, directions, and paths. The data collected must be 
dynamic to make provision for the performance of quick changes or improvements on the 
system if necessary. The multimedia database was built using MongoDB. The bot service, 
deployed on the Microsoft Azure cloud platform, performs requests using secure socket layer 
(SSL) protocol calls from the Microsoft Azure servers to the MongoDB servers to retrieve 
and store specific data. Each component sets up a communication pipeline for the 
communications.  
 
Image Processing Service 
 
Dataset Creation and Digitalisation 
 
Dataset creation and digitalisation were used to get the necessary dataset for the 
ShoshaMapBot prototype that could be used for the development and training of the model. 
A wide range of datasets was required for learning the chatbot system. The images were 
collected, filtered, and sorted in a way deemed fit for the development process. The 
development process was done in five stages: data collection, image collection, dataset 
filtering, file storage, and database structure.  
 



 

During data collection, information about the campus, especially those normally visited 
areas, was collected for use in the prototype. That included information such as campus 
buildings, monuments, campus area spaces, and campus residences. Over one hundred names 
of campus areas and spaces were recorded. These datasets and a dictionary were used to 
develop the prototype and for training of the model. 
 
For the image collection stage, photographs (images) were taken at the various campus areas 
previously identified in the data collection stage. Originally, 591 images were captured using 
these cell phones: Samsung A2 core, Samsung A10, and Apple iPhone 6. The images 
collected included all the identified campus areas and were captured from various angles. The 
reason for using various devices and capturing various angles was to increase the accuracy of 
the image or critical pointer detection process using various image pixels and to make 
provision for various mobile devices that will use the system. The pixels of each image are 
calculated by multiplying the width and the height of the image. A pre-written Python script 
was used to perform the calculations. 
 
For the dataset filtering, images were manually filtered by creating collages of images with 
various angles in the same area, reducing the number of images stored. Originally 591 images 
were captured. The collaging technique reduced one group of images from 566 to four 
images. In order to ensure that this technique was effective, it was tested with the training 
model to determine if the images could still be recognised. An example of the collaged 
images is provided in Figure 4. After the data filtration step, there were 65 records of campus 
areas and space records left.  
 
The images were then stored in the virtual file storage. After filtering, the images collected, 
with the location areas, were stored in a non-relational database, MongoDB. The database 
also included the names of campus locations and the directions for various route options from 
one campus area to another. 

Figure 4: DataSet Sample – Gencor hall of TUT Soshanguve Campus 
 
 



 

Background Subtraction (Interpolation) 
 
In order to predict the user’s current location, interpolation handles the raw image uploaded 
by the user on request of the chatbot. The interpolation converts the raw image into a 
machine-usable format (binary format). This stage includes data import and background 
subtraction. The data import step occurs on the front end of the mobile application via the bot 
service.  
 
The first background subtraction is performed on the image-processing service. The data 
import process is done when the chatbot asks the user to upload the image using the standard 
Microsoft bot service attachment prompt. 
 
The second background subtraction stage starts with the conversion of the image to 
greyscale. The subtraction includes the application of functions to turn the image to a 
greyscale that will reduce its size. The width and height are reduced to 50% of the original 
size to ensure that the image processing service is able to ingest the image. An example of 
such an image is given in Figure 5. 
 

Figure 5: Black and white image during interpolation 
 
Element Segmentation and Cropping 
 
For image processing, the images are divided into parts to create segments and regions based 
on interchangeable critical pointers of the independent images to enable the comparisons that 
will lead to image recognition. Image pixels are cropped to eliminate corresponding edges. 
OpenCV’s scale-invariant feature transform (SIFT) method of detecting and computing 
image segments was used for this process. This process also includes an analysis of the image 
pixels. Figure 6 shows an image after element segmentation and cropping was done. The 
resulting image will be a (M x N) matrix with a set of integer values. 



 

Figure 6: Segmented image 
 
Feature Matching 
 
Feature matching is the most crucial step in the methodology for this study. It ensures that 
images are matched correctly to predict the user’s location. This step has been modified from 
the original methodology used by Arthur et al. (2017) and uses feature matching instead of 
feature extraction to satisfy this study’s aim. The features required are extracted from the 
image and matched with the dataset images for training the datasets. This is performed by 
identifying and marking features matched in the compared images. The matching is 
computed using the KNN algorithm provided by the OpenCV library. The Euclidian distance 
formula is also utilised to increase the prediction probability, and a K scalar multiple reduces 
the distance second image. 
 
A test was done to verify if the image processing procedure would give the correct results. 
Figure 7 indicates the test to see if feature mapping was done correctly.  
 

Figure 7: Colour images featuring the ‘mapping test’ 
 
When the user-coloured image is provided to the system, the image goes through the 
interpolation. Figure 8 presents the results of the image processing service after processing 
the images provided in Figure 7. In this test case, the system possibly would identify the grey 
images as the same. However, one aspect was different. The purple circle on the left of 
Figure 7 shows that the two pictures are not identical and is the prominent significant feature 



 

tested. The system had to identify that one of the features differs between the two pictures, 
and therefore it is not the same location. The test’s goal was for the service to accurately 
forecast that the features differ; thus, the areas in the photos were not in the same place. As in 
this case, and in some other cases, the image processing service cannot find the difference, as 
seen in Figure 7. 
 
The training model found as many matches as possible but not the critical feature in question. 
Even while the differences are visible, they are insufficient to provide a clear indication or 
forecast whether the images provided are from the same place. In such circumstances, using 
the Gaussian elimination to test and confirm the coordinate is extremely valuable. This 
validity testing should be enough to ensure that SoshaMapBot's image processing training 
model can detect and predict whether the image's location matches the user's current location. 
 

Figure 8: Image processing results 
 
Results 
 
The developed artefact proved usable and innovative, as it injected a self-developed chatbot 
application to provide campus directions. Based on the outputs of the chatbots, the image 
processing model was then evaluated based on the F1 score to determine the model’s 
usability and suitability in chatbot development. Following several tests of the chatbot, we 
found that the developed image processing model exhibits 50% true positives, 0% false 
positives, 33% false negatives, and 17% true negatives using the F score for validation. 
 
The F1 score ranges from 0 to 1, in which 0 means the model is bad and 1 means the model is 
good. Therefore, the closer the results are to 1, the better the model. Therefore, observed 
from the above F1-score calculations resulting in 0.75 (75%) means that the performance of 
the image processing service prototyped in this study is fairly good, and it is able to send and 
retrieve correct information as per information perspective requirement from the chatbot 
knowledge base. This requirement entails that the information gathered by the chatbot must 
be appropriate and meets the information needs of the users (Peras, 2018).  
 
However, the system is slightly slow, and another type of algorithm must be considered to 
make the feature selection due to the time used for single images to be analysed on a virtual 
server. An algorithm that can analyse images in a non-linear manner would be ideal. 
 



 

This study used the scale-invariant feature transform (SIFT) algorithm provided by the 
OpenCV library in addition to the KNN algorithm. SIFT is an image processing algorithm to 
extract image features. We learnt that the SIFT algorithm is inefficient for SoshaMapBot on 
large image datasets due to the time it takes to analyse the images. The speeded-up robust 
features (SURF) algorithm, CNN or SIFT-CNN can be used to as an alternative to SIFT 
algorithm to decrease SoshaMapBot’s time performance. 
 
The speeded-up robust features (SURF) algorithm is similar to SIFT algorithm, but much 
faster and more robust for local, similarity invariant representation and comparison of image, 
its drawback though is that it is unstable to changes in rotation and illumination (Jain et al., 
2017). The advantage of using SURF over the SIFT approach is its fast computation of 
operators using box filters that enable real-time applications such as tracking and object 
recognition (Bay et al., 2006), and it has also been proved to give good results outputs of 
image analysis (Khan et al., 2011). 
 
The convolutional neural networks (CNN) is a classification algorithm which operates in a 
set of non-linear functions and consist of a number of layers Fischer et al. (2014). When 
compared to SIFT, CNN has been found to yield a better performance time. Zheng et al. 
(2018) reported that SIFT takes approximately 1-2 seconds to extract regions from a 640 x 
480 image, and it takes 0,082 seconds and 0.347 seconds to iterate through networks of 224 x 
224 and 1024 x 768 image. Additionally, Fischer et al. (2014) examined the performance 
CNN on matching tasks when compared to SIFT, they found that CNN performs better than 
SIFT when extracting descriptors to perform a matching task. Drawbacks of using CNN over 
SIFT is that is requires large amount training datasets Fischer et al. (2014) and CNN has a 
weak performance on grey scaled images (Zheng et al., 2018). 
 
SITF-CNN algorithm, proposed by (Tsourounis et al., 2022) is a an algorithm combining 
both the SIFT and CNN to form one algorithm. It works by feeding the SIFT image 
representation into CNN. The grey scale image remains an issue with SIFT-CNN algorithm 
as with CNN algorithm, and is highly suitable for small datasets (Tsourounis et al., 2022). 
The advantages of SIFT-CNN are that it has potential of eliminating the amount of training 
required by CNN algorithm by using the results from SIFT to train the model and use end-to-
end learning scheme  (Tsourounis et al., 2022). 
 
From the above possible alternative algorithms provided, this study recommends the use of 
SIFT-CNN algorithm for future related work. This is because the SIFT-CNN algorithm has 
been proved to faster that both SIFT and CNN algorithms when implemented individually. 
 
Conclusion 
 
The focus of the research was the development of an innovative solution to support new 
students and visitors when searching for locations on a large campus. The SoshaMapBot 
solution is a chatbot that can identify the user’s location by analysing an image uploaded to 
the chatbot using image processing. The chatbot identified a location where the user wants to 
go by analysing the text. The chatbot then directs the user with text to find the required 
location. This study adopted the design science methodology to design an innovative and 
usable chatbot artefact. 
 
In order to predict the user’s current location, feature matching was used in combination with 
OpenCV’s SIFT method to match features of the image and predict their similarity. 



 

Additionally, Gaussian elimination and Euclidean distance were used to determine the 
validity of the matched features. The chatbot uses the entity-recognition technique to process 
natural language and was built using the Microsoft Azure Bot Service.  
 
The artefact developed proved itself to be usable and innovative as it injected a self-
developed chatbot application to provide campus directions. The model was evaluated based 
on the F1 score and exhibited a score of 0.75, which is an acceptable score in the field of 
human-computer interaction (HCI) development. 
 
For future development, the researcher recommends using the   combination of SIFT and 
CNN (SIFT-ANN) algorithm instead of the SIFT algorithm to decrease the computation time, 
as the SIFT algorithm was slower when processing a large number of images. CNN algorithm 
is another alternative which can be used instead of SIFT algorithm, however, there are 
several factors to consider when choosing to use the CNN algorithm. Factors such as number 
of datasets, training time and complexity of the model. SURF can also be used as opposed to 
SIFT, however the rotation and illumination of the image’s needs be considered as SURF is 
unstable to rotation and illumination changes.  
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