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Abstract 
The ubiquitous use of digital learning resources like etextbooks has shifted the learning 
experience in higher education. Digital learning has led to both new learning tools as well as 
research in how learning works via the large, rich data sets those digital resources generate. 
Advances in artificial intelligence have made it possible to develop and scale learning 
methods—such as formative practice integrated in etextbook content in a learning by doing 
approach. A primary benefit of generating formative practice is to bring this highly effective 
learning approach to millions of students using digital textbooks. This paper focuses on an 
automatic question generation system that has proven to generate effective formative practice 
for higher education textbooks, as measured through large-scale analyses of question 
performance metrics and in-classroom implementations. Open education resources (OER), 
such as OpenStax, offer students and faculty a learning resource without the high cost. In this 
paper, we evaluate performance metrics such as difficulty and persistence for the 
automatically generated questions added to an OER textbook for the first time. Used in 
several large, online chemistry courses at a major public university, this paper showcases the 
viability of automatically generated questions combined with OER content for increasing the 
access and affordability of formative practice as a feature in digital textbooks. Key question 
performance metrics, such as question difficulty and persistence, along with student 
interaction patterns and behavior, are analyzed, and future applications of OER content with 
automatically generated questions are discussed. 
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Introduction 
 
Textbooks are a central component of many higher education courses, serving as the primary 
resource from which instructors expect students to read, learn, and apply knowledge to 
assignments and assessments. Although textbooks have traditionally been regarded as the 
gold standard for delivering learning content, they present challenges related to engagement 
and active learning. First, despite being assigned by instructors, students often do not engage 
with textbooks as intended (Berry et al., 2010; Burchfield & Sappington, 2000; Connor-
Greene, 2000; Schneider, 2001). Data from etextbook platforms have confirmed low reading 
rates among students, with conventional instructional strategies—such as reading quizzes or 
discussions—yielding mixed results in increasing engagement (Russell et al., 2023). 
However, studies indicate that incorporating formative practice is more effective in 
promoting student engagement than any other reported strategy (Brown et al., 2024). Second, 
textbooks primarily support passive learning, which is not the most effective approach to 
knowledge acquisition. Research from Carnegie Mellon University’s Open Learning 
Initiative has demonstrated that embedding formative practice within text content, following 
a learning-by-doing approach, is about six times more effective than reading alone 
(Koedinger et al., 2015; Koedinger et al., 2016). This principle, known as the doer effect, has 
been empirically shown to have a causal relationship with learning outcomes (Koedinger et 
al., 2016; Koedinger et al., 2018). Further replications of research on the doer effect confirm 
that this methodology is broadly applicable and should be made available to as many learners 
as possible (Van Campenhout et al., 2021a; Van Campenhout et al., 2022; Van Campenhout 
et al., 2023a). 
 
Despite these findings, the integration of formative practice within digital textbook content 
remains uncommon in higher education. Courseware platforms provide highly effective 
learning-by-doing experiences but are often challenging to scale due to development costs 
and adoption barriers. Recent advancements in artificial intelligence have made it feasible to 
generate the volume of formative practice required for the learning-by-doing model. 
Automatic question generation (AQG) systems have been increasingly explored by research 
groups worldwide for a range of educational applications (Kurdi et al., 2020). While various 
approaches exist for generating and applying these questions, Kurdi et al. (2020) noted that a 
universally accepted gold standard for automatically generated (AG) questions had yet to be 
established and more research was needed that used student data to evaluate AG question 
performance.  
 
An AQG system was developed to generate formative questions directly from textbook 
content (evaluated in this study). These AG questions were initially integrated into 
courseware learning environments alongside human-authored questions and evaluated across 
six courses. The findings indicated no significant differences between AG and human-
authored questions in key performance metrics, including engagement, difficulty, persistence, 
and discrimination (Johnson et al., 2022; Van Campenhout et al., 2021b). Subsequently, these 
AG questions were embedded into the VitalSource Bookshelf ereader as a study tool called 
CoachMe. In what is currently the largest known analysis of AG questions using student data, 
performance metrics from prior evaluations were replicated, confirming these benchmarks at 
scale (Van Campenhout et al., 2023b). Notably, both the initial comparison of AG and 
human-authored questions (Van Campenhout et al., 2021b) and subsequent research on 
CoachMe questions (Van Campenhout et al., 2023b; Van Campenhout et al., 2023c) revealed 
that the most significant variations in performance metrics were due to the cognitive process 
dimension of the question type rather than whether the questions were AG or human-



authored. Recognition-based matching questions generally exhibited higher engagement, 
difficulty indices, and persistence rates, whereas recall-based fill-in-the-blank (FITB) 
questions tended to show lower averages in these metrics. The distinction between 
recognition and recall question types has been well-documented for decades (Anderson et al., 
2001; Andrew & Bird, 1938), and this research contributes further examples of how these 
differences influence question performance and student behavior. Additional studies 
examining student interaction with these questions (Van Campenhout et al., 2023c) and the 
impact of feedback (Van Campenhout et al., 2024a) have provided new insights into learning 
behaviors. 
 
Research conducted in natural learning environments is valuable for ensuring external 
validity and generalizability (Koedinger et al., 2015; Van Campenhout et al., 2023a). Unlike 
controlled or semi-controlled experiments, classroom-based research does not risk altering 
natural student behaviors and mitigates ethical concerns related to withholding potentially 
beneficial learning interventions. While large-scale studies aggregating data from hundreds of 
thousands of students and millions of answered questions are useful for establishing 
performance benchmarks, they may not always reflect the nuances of classroom-specific 
dynamics. In particular, these very large datasets often reflect situations in which the 
CoachMe questions are optional, whereas instructors who integrate the questions into their 
courses, e.g., by assigning them directly, tend to see different patterns of student engagement. 
Studies have shown that students in university courses assigning CoachMe questions engaged 
with them differently, leading to higher first-attempt accuracy rates and increased persistence 
(Van Campenhout et al., 2023b; Van Campenhout et al., 2024b), as well as distinct 
interaction patterns (Van Campenhout et al., 2023c). Since etextbooks are widely used as the 
primary learning resource in many courses, it is essential to examine how AG questions 
function in real classroom settings. Given the substantial influence that course context and 
instructor implementation strategies can have on student engagement and learning, 
understanding their impact on AG question usage is a critical area for further investigation 
(Kessler et al., 2019; Van Campenhout & Kimball, 2021). 
 
Open Educational Resources (OER) have emerged in recent decades as an alternative 
learning resource option in higher education, providing freely accessible and openly licensed 
learning materials aimed to help eliminate financial barriers for students. The rising costs of 
textbooks have been shown to negatively impact student access to required course materials, 
with many students opting to forgo purchasing textbooks due to affordability concerns 
(Raneri & Young, 2016; Nagle & Vitez, 2019). While OER offers one path to mitigate this 
issue, OER has not received widespread support from faculty and administrators, with 
content quality being a major concern cited (Raneri & Young, 2016; OnCampus Research, 
2024). Studies investigating its use in higher education have demonstrated that courses using 
OER can yield comparable (or in some cases even improved) learning outcomes when 
compared to commercial textbooks, that faculty perceived equal preparedness from students, 
and that overall student and faculty perceptions were positive (Bliss et al., 2013; Clinton & 
Khan, 2019; Fischer et al., 2015; Hilton, 2016). Hilton’s synthesis of research published 
between 2015 and 2018 further supports these findings, showing that OER adoption does not 
negatively impact student learning and is generally perceived positively by both students and 
faculty (2020). A meta-analysis by Clinton and Khan (2019) also found OER adoption was 
associated with lower course withdrawal rates, indicating potential benefits for student 
retention. Similarly, research by Colvard, Watson, and Park (2018) found that students using 
OER had higher course grades and lower DFW (drop, fail, withdraw) rates, with the greatest 
benefits observed among historically underserved student populations. While OER adoption 



at universities has been slowly increasing, there are still barriers to OER adoption, such as 
instructor concerns about quality and lack of insight into OER availability and adoption paths 
(OnCampus Research, 2024).  
 
OER textbooks are passive learning environments—the same as traditional textbooks—and 
can often have fewer opportunities for interactive learning compared to commercial 
textbooks. The integration of OER with additional technologies—such as automatic question 
generation—offers new opportunities to enhance student engagement and support 
personalized learning experiences. This study aims to extend the existing research on AG 
question performance in classroom settings by examining questions generated from an 
OpenStax chemistry textbook. Faculty at a major public university used the OER textbook 
with the AG questions in a fall semester of Chemistry 101 and a spring semester of 
Chemistry 101 and Chemistry 102. With a combined 1,555 students and 30,529 questions 
answered, the data collected from these courses provide insight into both implementation 
practices and student behaviors as well as question performance metrics for OER textbooks, 
providing necessary insights into the quality of questions generated from this source content.  
 
Methods 
 
Formative Practice 
 
The AQG system utilized in this study is a rule-based system designed by experts. Neither of 
the question types examined in this paper (matching and FITB) was generated using large 
language models. Instead, the system processes the course textbook as its corpus for natural 
language processing and by leveraging both syntactic and semantic information, it identifies 
key sentences and important terms, which are then transformed into questions through a 
structured set of rules (for further details on the AQG system, see Van Campenhout et al., 
2021b; Van Campenhout et al., 2023b). Once generated, these questions are embedded 
alongside the corresponding textbook section. As illustrated in Figure 1, students receive 
immediate feedback upon submitting an answer. For FITB questions, scaffolding feedback 
incorporating an additional example from the textbook has been shown to be the most 
effective in promoting student persistence and improving second-attempt accuracy rates (Van 
Campenhout et al., 2024). When students respond incorrectly, they have the option to either 
retry the question—resetting it in the process—or reveal the correct answer, with additional 
retry attempts available. A progress panel allows students to track their completion 
percentage, view the correctness status of each question, and navigate between different 
questions and question sets. Prior research has demonstrated that this progress panel enhances 
student motivation, encouraging them to complete more, if not all, of the available required 
practice (Van Campenhout et al., 2023d). 
 



Figure 1: An Example of an FITB Formative Practice Question With Immediate Feedback 

 
 
As students interact with the etextbook and answer questions, the ereader platform 
continuously collects clickstream data, assigning timestamps to each user action. This fine-
grained, contextual microlevel data is highly valuable for educational data science (Fischer et 
al., 2020; Van Campenhout & Johnson, 2023e), enabling researchers to address both 
longstanding and emerging questions in education (McFarland et al., 2021). In this study, we 
leverage this data to investigate both well-established issues—such as textbook engagement 
and the benefits of formative practice—as well as the evolving research area of automatic 
question generation. 
 
Implementation 
 
The Chem 101 and 102 courses were both run at a major public university. In fall 2023 (F23) 
Chem 101 was co-taught by two faculty, as the course was a combination of many sub-
sections and consisted of more than 700 students. Deployed as an online synchronous course, 
students were expected to attend lectures and do several different types of assignments each 
week. Reading chapters from the textbook was an expectation; however, not all sections of 
each chapter were included in the assigned reading and the practice was incentivized but not 
assigned. If students completed a total of 65% of the practice in the assigned chapters (1–9) 
by the end of the course, they could drop their lowest reading quiz score. In spring 2024 
(S24), the same faculty members no longer co-taught one class, but rather taught either the 
repeat section of Chem 101 or the continuation of Chem 102. Chem 101 included two more 
chapters (1–11) than the F23 section. Chem 102 continued from the F23 Chem 101 course 
with chapters 10–17 assigned.  
 
While these three course sections are from the same university and involve the same 
instructors, it is not realistic to compare the fall and spring semesters directly for several 
reasons. First, the change from co-teaching to teaching separately still introduces differences 
in course policy and delivery of content that affects student behavior. Second, fall and spring 
semesters are often comprised of different student cohorts with different characteristics (as 
will be seen in the results analysis), which also restricts direct comparison. Lastly, the 
question performance cannot be directly compared even for the Chem 101 sections as the 
questions were changed between semesters. An advantage of the AQG system is that it can 



be updated over time with iterative improvements and textbooks can be “rerun” to produce a 
new question set. Between these semesters, a book rerun was scheduled that updated the 
question set prior to student use in the spring. However, these comparisons while knowing 
these changes does shed light on some interesting student behaviors. 
 
Results 
 
As has been seen in other implementations of this formative practice, not assigning the 
practice leads to depressed overall engagement (Van Campenhout et al., 2024b). F23 Chem 
101 averaged 15.8 questions answered per student. S24 Chem 101 had 37.6 questions per 
student, more than double the F23 course. Chem 102 was similar to F23 Chem 101 with 16.3 
questions per student. However, this average per student is not representative of student 
engagement behavior, as it is more common for some students to do all the practice and some 
do none. In F23 Chem 101, 47% of students did questions and 53% did none; in S24 Chem 
101, 62% of students did questions and 38% did none; in S24 Chem 102, 53% of students did 
questions and 47% did none.  
 
Difficulty and persistence are two performance metrics that provide insight into the question 
performance. Difficulty in this instance refers to the difficulty index, where a higher value 
means more students answered the questions correctly and a lower value means fewer 
students answered the questions correctly. Table 1 shows the mean values for matching 
questions and FITB questions for each section. Consistent with prior research (Van 
Campenhout et al., 2023), the matching questions have a higher difficulty mean than the 
FITB questions (meaning students get the matching correct on their first attempt more 
frequently than the FITB). What is unusual is the differences in difficulty between course 
sections. The F23 Chem 101 section has very low difficulty means. This is surprising as 
research on classroom implementations have found difficulty means to be much higher than 
the aggregated dataset means (Van Campenhout et al., 2023b; Van Campenhout et al., 
2024b). It is difficult to discern the exact reason for this given the complexity of the 
context—it could be related to the course assignment policy, the strategy and motivation of 
the students who chose to answer, or the questions. As an internal validation step, the 
research team did review the question set to ensure this question set was not an outlier 
compared to other textbooks.  
 
Even more interesting is the dramatic difference in difficulty means for the S23 Chem 101 
course. With a mean of 83.88% for matching and 79.31% for FITB, this course is consistent 
with prior research on classroom implementations. The textbook was the same, but it was a 
different semester, different student cohort (possibly with different motivational 
characteristics), one instructor instead of two, and a different question set. Due to these 
variations, it is not possible to ascertain the specific reason for the difference, but it does 
eliminate concerns that an OER title might not be suitable for quality AG questions. The S24 
Chem 102 course had difficulty means between the F23 and S24 Chem 101 means.  
 
When students answer questions incorrectly on their first attempt, persistence is the rate that 
students continue to answer a question until they reach the correct response. Persistence is 
therefore a subset of the difficulty data set. Prior research has shown that persistence is higher 
for matching (recognition type) than FITB (recall type) (Van Campenhout et al., 2023b; 
2024b), which is consistent with these results, shown in Table 1. The same course trends seen 
for difficulty are seen for persistence; F23 Chem 101 has the lowest persistence rates while 
S24 Chem 101 had the highest persistence rates.  



Table 1: Difficulty and Persistence Metrics 
Section Students Question 

Total 
Total 
Answered 

Matching 
Mean 

Matching 
Persistence 

FITB 
Mean 

FITB 
Persistence 

F23 101 744 119 11,769 61.94 52.54 43.27 48.64 
S24 101 260 403 9,774 83.88 83.82 79.31 77.31 
S24 102 551 207 8,986 73.39 63.01 59.69 62.14 
 
Formative practice is intended to support the learning process and therefore assigning it is 
based on completion and not first attempt accuracy, as that would negate the goal of 
formative practice as low or no-stakes practice. However, instructor concerns about student 
behaviors around cheating are valid. How do we know students are taking the practice 
seriously and not just inputting garbage at the last minute to get their points? To investigate 
this, we identified a set of rules to analyze the FITB responses that capture the majority of 
responses deemed “non-genuine,” meaning not a legitimate attempt at the correct response. 
This includes responses under three characters, punctuation, no vowels, and known responses 
such as “idk.” The non-genuine response rate for the aggregated big data set was 12% (Van 
Campenhout et al., 2023), but this rate varies in classroom contexts (Van Campenhout et al., 
2024b).  
 
Table 2 shows the non-genuine response rates were highest for F23 Chem 101 at 15.4% and 
lowest for S24 Chem 101 at 5%, with S24 Chem 102 in the middle at 10%. These 
percentages are consistent with the trends of difficulty and persistence for these courses, and 
are also clustered around the aggregated non-genuine response rate. Once the non-genuine 
response rate is calculated, this set of questions is further analyzed for persistence. For the 
questions that students input a non-genuine response, how often do those students persist in 
submitting the correct answer? In all courses, it is higher than the aggregated rate of 46%, 
with F23 Chem 101 coming in the lowest at 53.17% of the time. S24 Chem 102 was in the 
middle at 68.33% and S24 Chem 101 was the highest at 85.05%. These persistence rates 
indicate that the majority of students who input a non-genuine response may have done so as 
a strategy in order to see feedback or request an answer reveal. These students went through 
the effort of retrying and entering the correct response which indicates they were not merely 
trying to game the system just for points.  
 

Table 2: Non-genuine Response Rates and Persistence 
Section Students Question 

Total 
Total 
Answered 

FITB  
Non-Genuine 
Answers 

FITB  
Non-Genuine 
Persistence 

F23 101 744 119 11,769 15.4% 53.17% 
S24 101 260 403 9,774 5.0% 85.05% 
S24 102 551 207 8,986 10.0% 68.33% 
 
These courses provide another unique opportunity for analysis, as there are students who took 
F23 Chem 101 who either moved on to S24 Chem 102 or retook S24 Chem 101. There were 
427 of 744 students who continued to S24 Chem 102 and 81 students who retook Chem 101 
in S24. In Tables 3 and 4, we investigate the difference in matching and FITB question 
difficulty means by students who would continue to Chem 102 or retake Chem 101. 
 
In F23 Chem 101, the 427 students who would persist to S24 Chem 102 had slightly higher 
matching mean difficulty than their peers, but a slightly lower FITB mean difficulty. 



Interestingly, once in the Chem 102 course, the students who had continued from Chem 101 
had a lower mean first attempt for both matching and FITB than their peers. It is unclear why 
this is, but it is reasonable to connect the low mean difficulty from F23 Chem 101 and the 
lower mean scores with the students who continued on as a related outcome, perhaps as a 
characteristic of the cohort or level of importance they placed on the optional assignment. 
 
The data for students who retook Chem 101 tell a different story. In F23 Chem 101, students 
who would retake the course had substantially lower mean first attempt difficulty on both 
questions than their peers. This is not surprising given their retake status. However, those 
same students in S24 Chem 101 then outperform their peers on both question types. The 
difference for the FITB questions is dramatic: 28.74% in the fall compared to 86.72% in the 
spring. Those students clearly decided to make better use of the questions with more effort on 
their first attempts. 
 

Table 3: Question Difficulty for Students Who Continued From Chem 101 to Chem 102 
Question 
Type 

Student 
Persisted 

F23 Total 
Answered 

F23 Mean S24 Total 
Answered 

S24 Mean 

Matching Persist 3960 62.95 2616 72.17 
 N/A 1842 59.77 607 78.58 
FITB Persist 4088 42.37 4695 58.64 
 N/A 1879 45.24 1068 64.33 
 

Table 4: Question Difficulty for Students Who Retook Chem 101 
Question 
Type 

Student 
Persisted 

F23 Total 
Answered 

F23 Mean S24 Total 
Answered 

S24 Mean 

Matching Retake 528 50.00 297 85.16 
 N/A 5274 63.14 18.12 83.66 
FITB Retake 581 28.74 1009 86.72 
 N/A 5386 44.84 6656 78.19 
 
One final metric useful for gaining insight into student perceptions of the questions is the 
thumbing rate. After answering a question, students have the option of providing a thumbs up 
or thumbs down on the question. This thumbing data is used by a platform-wide adaptive 
content improvement system that uses the thumbing data to determine if questions should be 
removed and replaced (Jerome et al., 2022). Using a dataset of over 3,594,408 answered 
questions, the overall thumbs down rate was 1.9% per thousand questions and the thumbs up 
rate was 3.3% per thousand questions. In these semesters (Table 5), the thumb up rates were 
much higher—between 48 and 57 per thousand. The thumbs down rate was between 1 and 6 
per thousand. Instructors did point out the thumbing option but there were no expectations for 
student thumbing, so the high thumbs up rates indicate overall student satisfaction. It’s also 
noteworthy that the highest thumbs up rate was in F23 Chem 101, which had the lowest mean 
difficulty on questions.  
 

Table 5: Thumbing Rates per 1,000 Sessions by Course 
Section Thumbs Up Thumbs Down 
F23 101 56.59 5.86 
S24 101 51.38 1.74 
S24 102 48.64 2.56 



Conclusion 
 
This study provides strong evidence supporting the effectiveness of automatically generated 
questions as a scalable and viable solution for integrating formative practice into Open 
Educational Resource (OER) textbooks. Across multiple large-scale chemistry courses, AG 
questions performed comparably to prior research in key performance metrics such as 
difficulty and persistence. The positive student response as reflected in the high thumbs-up 
ratings for AG questions further validates their perceived value in the learning process. While 
the course policy of not assigning the questions depressed overall engagement, the spring 
2024 Chemistry 101 course demonstrated significantly higher student engagement, with 
students answering more than twice the number of questions compared to the fall 2023 
section, suggesting that course design and instructional context play a crucial role in shaping 
student behavior. The ability to analyze students who moved from Chem 101 to Chem 102 or 
retook Chem 101 gave a unique view into student behaviors and performance. Notably, 
students who needed to retake Chem 101 performed dramatically better on the formative 
practice, indicating a new motivation for taking advantage of learning tools. 
 
The successful addition of AG questions within an OER textbook underscores the potential 
for AI-driven formative practice to enhance the student learning experience in addition to 
access and affordability in higher education. These findings align with broader research on 
OER efficacy, which has consistently shown comparable or improved student outcomes 
compared to traditional textbooks while reducing financial barriers. 
 
As digital learning environments continue to evolve, integrating AI-generated formative 
practice within any content, including OER, presents new opportunities for improving student 
engagement and learning outcomes. Future research should explore how different 
instructional strategies impact student interaction with AG questions and how that supports 
diverse learner needs. The findings from this study contributes evidence demonstrating that 
AG questions are an effective solution for expanding high-quality formative practice within 
OER textbooks, as previously demonstrated with commercial publisher textbooks. 
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