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Abstract  
New technologies such as Mixed Reality (MR) are often used in procedural training to 
provide information to the trainee. When a trainee is faced with a visual scene with learning 
material, MR shows the information as a set of visual and/or auditory resources. Thus, the 
apprentice must perceive which resources are directly associated with the task to be executed. 
For this, the visual attention guide components are important, which have an impact on the 
improvement of information processing and on the optimization of cognitive resources. The 
objective of this study is to determine the cognitive effect of one of the visual attention 
techniques called Spatial Contiguity on students engaged in a procedural training scenario 
using Mixed Reality. Through a systematic literature review (SLR), related to the use of 
graphical user interfaces visual elements or techniques to guide visual attention in training, it 
was found that there are certain techniques of visual elements that guide the user's attention. 
Spatial contiguity, color codification, movement, and blinking are the most used. In 
organizing observed information, cognitive processes beyond attention influence the 
direction and duration of eye movements; because of this to analyze visual attention 
processes in the study Eye-tracking is implemented, which is a tool used to record the eye 
movements of subjects while they perform tasks, this allowed to measure cognitive 
processing of stimuli from learning materials presented. Statistically significant differences 
are expected to be found in measures of cognitive processing, based on different forms of 
spatial contiguity presentations.  
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1. Introduction 
 
Learning involves a cognitive process in which an individual obtains and puts into practice 
knowledge [1] and procedural training refers to the training of how to perform a specific skill 
or task, and is considered knowledge related to methods, procedures, or operation of 
equipment [2], in relation to this, cognitive load measures have been shown to be an 
important factor in establishing a relationship between the learning performance of students 
and cognitive load as an indicator of their mental efforts. Eye-tracking data provides 
information about eye movements, the areas where people focus their attention, the 
information they ignore, and the objects that bother them [3]. The purpose of the developed 
experiment is to determine the cognitive effect of spatial contiguity in procedural training 
using mixed reality (MR) based on cognitive processing measures of the student during a 
learning activity through the implementation of the principle of multimedia learning design: 
Spatial Contiguity [4], showing the presentation of learning material through graphics and 
text which are separated from each other within the visual field of 27°, 45°, 60° or 75°; this 
by using Eye-Tracking.  
 
The experiment is based on comparing four groups of four participants each who learned 
with knee anatomy material for taking direct measures of cognitive processing, such as the 
duration of fixation, the number of fixations and saccade velocity. For this study, we start 
from the assumption analyzed by Johnson and Mayer [5], where it is indicated that the 
principle of spatial contiguity establishes that people learn better when the corresponding 
words and images are presented close to each other instead of far from each other in the 
visual scene observed by the student. Therefore, it is inferred that the cognitive processing 
measures will show a statistically significant difference for the material shown through 
different separation between the graphic and the text in the procedural training, in turn, the 
objective measures of cognitive processing will be lower for the material presented in a 
contiguous configuration. The results showed, first, for the objective measure of the number 
of fixations lower values for the learning material presented with discontiguous content and 
for the objective measure of total time of the task development, higher values for the learning 
material presented with discontiguous content, and second, for the measurements of the 
duration of fixations and saccade velocity, lower values for learning material presented with 
contiguous content. 
 
2. Theoretical background 
 
2.1 Cognitive load 
 
It refers to the resources used by working memory and that affect the student while 
performing a cognitive task [6][7]. According to cognitive load theory (CLT), there are three 
types of cognitive load that interfere with learning: (a) intrinsic load caused by the inherent 
complexity of instructional information, (b) germane load directly related to schema 
construction and automation, and (c) extraneous load caused by instructional elements that 
are unnecessary for learning [8]. The intrinsic and extraneous load are additive, together they 
determine the total cognitive load imposed by the learning material, which determines the 
working memory resources necessary to process the information. Currently, researchers and 
professionals of visual computing want to reduce the extraneous cognitive load so that most 
of the working memory resources can be dedicated to learning through the correct design of 
instructional material [5]. 
 



 

2.2 Mixed Reality in procedural training 
 
In the article “What Is Mixed Reality, Anyway? Considering the Boundaries of Mixed 
Reality in the Context of Robots”, the authors refer to MR as an application of human-
computer interaction to combine virtual and real-world elements [9]. Likewise, Melanie J. 
Maas and Janette M. Hughes in their bibliographic review "Virtual, augmented and mixed 
reality in K–12 education: a review of the literature" comment that MRI allows to offer a 
means to incorporate the complete body with real elements and virtual through the continuum 
of reality [10], additionally, Enrico Costanza, Andreas Kuns and Morten Fjeld mention that 
MR systems are designed in such a way that they give users the illusion that digital elements 
they are in the same space as physicists [11].  
 
Due to the technological development that has been presented today, MR applications are 
increasingly implemented in human-machine interfaces, education and training. In the 
document “Mixed Reality in Learning Factories” [12], the authors comment that the use of 
RM can improve the delivery of knowledge and skills, since it helps to understand processes, 
data, methods and systems. The implementation of this technology favors production 
processes due to increased productivity, reduced downtime and improved employee safety 
[13]. Additionally, another field in which valuable advances have been made is in medicine, 
especially in surgical training, as for example in an implementation carried out in the 
Department of Orthopedics at Tongji University, Sahngai, China, whose findings can be seen 
in the document "Mixed Reality-Based Preoperative Planning for Training of Percutaneous 
Transforaminal Endoscopic Discectomy: A Feasibility Study" [14], where the objective was 
to explore the effect of preoperative planning using MR in training of percutaneous 
transforaminal endoscopic discectomy, the researchers concluded that an effective and 
repeatable training method was needed to help inexperienced surgeons, so they relied on MR 
technology. 
 
2.3 Evaluation of cognitive load using Eye-Tracking 
 
Objective cognitive load measurement methods are of great importance for research on 
learning, since they measure cognitive load while it occurs [15], that is, while the participant 
is observing the stimulus, they do not present interruption in the learning processes for the 
assessment of cognitive activity and load. One of the objective methods for evaluating 
cognitive load is Eye-Tracking, which focuses on capturing eye movements [16]. Eye-
Tracking allows for very detailed analysis, as it provides a deep insight into the processing of 
human information regarding the allocation of visual attention and cognitive activity in the 
process and integration of learning information presented in text or image [15]. 
 
2.4 Measurement of cognitive load using Eye-Tracking 
 
Eye-Tracking allows the identification of fixations, saccades, pupil dilation and blinking. 
These movements provide evidence of voluntary and open visual attention, because the goal 
of eye movement measurement and analysis is to obtain information about the attentive 
behavior of the viewer [17]. However, this study will focus on the analysis of fixations and 
saccades, as these are the basic unit of data for most Eye-Tracking analyzes [18]. The 
increase in fixation duration, the number of fixations and saccade velocity show a higher 
level of cognitive load, which indicates a greater effort in processing the learning material 
and greater attention resources [19]. 
 



 

2.4.1 Fixations 
 
They are voluntary movements and correspond to a focused state in which the eye remains 
immobile for a period of time, lasting from 200-300 milliseconds to several seconds. The 
number of fixations indicates the number of times a user looked at a given area of the 
stimulus. Duration of fixation has been related to the level of cognitive processing with a 
high duration of fixation indicating greater tension on working memory [20]. 
 
2.5 Spatial Contiguity Principle 
 
Spatial Contiguity Principle indicates that students learn better when the corresponding words 
and pictures are presented close to each other than when they are presented far from each 
other, since students do not have to use cognitive resources to do a large visual search in the 
scene and are more likely to be retain the information presented in the working memory at 
the moment [4]. The learning material can be presented in different ways, one of them is a 
version with integrated content or contiguous, in which the words and images are presented 
as close as possible or guiding the student from the text to the graphic or vice versa, so that 
encourages students to build mental connections with each other. Students do not have to 
search to find a graphic that corresponds to displayed text; therefore, they can dedicate their 
cognitive resources to active learning processes, including building connections between 
words and pictures. In a presentation with discontiguous or non-integrated content, words and 
images are far from each other in the scene, as when text appears in a section of the visual 
scene and graphic in a separate section. Therefore, it is inferred that when estimating 
cognitive processing measures using Eye-Tracking for material presented with contiguous 
content, these will be lower than for material with discontiguous content [5].  
 
In relation to the additional configurations, a study carried out by Ramona E. Su y Brian P. 
Bailey [21] will be taken into account, who studied different screen configurations and how 
the physical separation between screens affected performance, subjective workload and 
satisfaction, in the study carried out, they reached the conclusion that the screens should be 
placed at an angle of 45 ° or less to each other, as this allows the user to see the screens more 
easily, so for the proposed study, it will be taken into account for the contiguous presentation 
configuration at most a width of 45° of separation between the graphic information and the 
text, and as discontiguous a maximum width of 75°. 
 
3. Method 
 
3.1 Ethical Implications 
 
The study requires participants to use a head-mounted Eye-Tracking device and a Mixed 
Reality Glasses (Hololens 2), however it is considered non-invasive and the risk to 
participants is classified as minimal. Each participant received and signed an informed 
consent document. To preserve the confidentiality of the information, they were previously 
identified with coded serial numbers. 
 
3.2 Experiment 
 
An experimental design was developed, and the elements can be observed in Table 1. The 
presentation of the learning material was done through the Hololens 2 and the capture of 
cognitive load data using Eye-Tracking was proposed in a controlled environment, where the 



 

participants were randomly assigned a learning material with a type of content, in order to 
measure the load cognitive and make a comparison between the four ways of presenting the 
learning material. 
 

Participants 16 participants (9 female and 7 male) 

Taks Procedural training activity about the anatomy of the knee 

Stimuli Random assignment of stimuli with different separation: 

27°, 45°, 60 and 75° 

Independent 

Variables 

-	Procedural learning activity with 27° separation between graphics and text. 

- Procedural learning activity with 45° separation between graphics and text. 

- Procedural learning activity with 60° separation between graphics and text. 

- Procedural learning activity with 75° separation between graphics and text. 

Dependent 

Variables 

Eye-Tracking metrics: fixation duration. 

Table 1: Experiment Design 
 
The proposed study was established as a quasi-experimental research project, it is a 
prospective, cross-sectional study, and finally, it is proposed with a descriptive scope.  
 
3.3 Apparatus  
 
A setup was determined on a MR glasses (Hololens 2) shown in the Figure 1 to display the 
stimulus as the Eye-Tracking data was captured. A head-mounted ocular tracker SMI shown 
in the Figure 2 was used, implemented to allow free mobility of the participants. SMI 
software was used to set up the experiment and compile the results: Experiment Center and 
BeGazeTM 3.7. 
 

 
Figure 1: Microsoft Hololens 2 

	

 
Figure 2: SMI Eye-tracking Glasses 

 
 
 
 



 

3.4 Participants 
 
This study was developed with volunteer participants who had no experience or knowledge 
related to the capture of measures for the evaluation of cognitive load through Eye-Tracking. 
In total, 16 participants, 9 female and 7 male subjects between the ages of 18 and 30 
participated, who participated under the same environmental conditions.  
 
3.5 Stimuli 
 
In this study, four stimuli were used which present the learning material in four different 
forms, where information is provided about the   knee and how the perforations of the portals 
are made to introduce the tools during an arthroscopic intervention of knee. In the first 
stimulus, the graphic information is separated from the text by 27° of amplitude in the visual 
field, in the second the separation is 45°, in the third it is 60° and finally in the fourth it is 
75°. The learning material shown can be observed below in the Figure 3. 
 

 
Figure 3: Procedural training activity about the anatomy of the knee 

 
3.6 Procedure 
 
Before the development of the test, each participant is informed about the risks and 
conditions of the test, and later they were asked to complete a survey about previous 
knowledge on the learning topic, through a Likert scale, where the score of "1" referred to not 
having knowledge at all with the subject, and "5" having a lot of knowledge about the 
subject. For this pretest, all of the participants affirmed not having knowledge related to the 
subject of the learning material. During the development of the test, the participant puts on 
the MR and SMI glasses and the Eye-Tracking system is calibrated; later, the participant is 
located in front of real knee model where the 3D information is superimposed, where the 
stimulus assigned in a random way is shown and the Eye-Tracking data is captured while the 
participant performs the recognition of the stimulus. The participants did not receive any type 
of financial reward and took part in the study freely and voluntarily. Below in Figure 4, a 
participant is shown taking the test. 
 



 

 
Figure 4: Participant taking the test 

 
3.7 Hyphotesis  
 
For the hypothesis below, the variables mentioned in Table 1 were taken into account.  
 
•H1: There is a significant difference in the fixation duration and saccade velocity for the 
learning material presented with different forms of spatial contiguity presentations. 
 
3.8 Definition of variables   
 
3.8.1 Independent Variables 
 
As mentioned above, four presentations are used with learning material, in the first 
presentation, the graphic information is separated from the text by 27° of amplitude in the 
visual field, in the second the separation is 45°, in the third it is 60° and finally in the fourth it 
is 75°. 
 
3.8.2 Dependent Variables 
 
•Duration of fixations: Time in which the participant focuses the eye and it remains 
immobile. 
 
4. Data analysis and results 
 
The experimental design is considered as unifactorial, since it aims to study the influence of 
the independent variable on the response variable. The equation Yi presents the model.  
 

Yi=µ+τ_i+ε_i 
 

4.1 Descriptive analysis   
 
By general inspection of the data, the results shown in Table 2 are observed. 
 
 
 
 
 
 
 



 

Stimuli Average of Duration 

of fixations [s] 

27 0,270 

45 0,277 

60 0,280 

75 0,277 

Table 2: Experiment data 
 
An analysis of descriptive statistics related to the duration of the fixations was developed, 
where it can be observed that the mean measure is greater for the learning material displayed 
in 60° with a value of 0.28[s] compared to the value obtained for the material displayed in 
27° of 0.27 [s], which indicates that the longer the fixations last, there will be a greater effort 
on the working memory for the 60° configuration. According to the data obtained, it can be 
inferred that the visualization of discontiguous content could generate greater effort on 
working memory, as well as greater difficulty in the task.  
 
4.2 Statistical analysis 
 
4.2.1 Durations of Fixations 
 
A normality test of the data of Duration of Fixations was developed, for this a Shapiro- Wilk 
normality test was executed, for which the following statistical hypotheses are established: 
 
• H0: The distribution of the data is normal value significance p-value> 0.05 
• H1: The distribution of the data is different from the normal p-value <0.05 
 
For the analysis of the Durations of Fixations data, normality test yielded a p-value = 0.0, so 
H0 is rejected and H1 is accepted, which indicates that the distribution of the data it is 
different from normal.  
 
Therefore, the data will be handled as non-parametric, using the Kruskal-Wallis test and 
establishing the following statistical hypotheses: 
  
•H0: There are no statistically significant differences in the data p-value> 0.05 
•H1: There are statistically significant differences in the data p-value <0.05 
 
This result yields a p-value = 0.000, therefore, it is determined that there are statistically 
significant differences between the comparisons of pairs of stimuli. An Error Diagram of 
Duration of Fixations was made through visual analysis to determine which are the possible 
significant differences, as can be seen in Figure 5. A logarithmic curve behavior was 
expected but a sine curve behavior is obtained as a result, which does not show a constant 
behavior of error growth or decrease.  
 



 

 
Figure 5: Error Diagram of Duration of Fixations 

	
To determine in which of the pairwise comparisons there is a statistically significant 
difference, a Post-Hoc Tukey analysis was carried out. The p values obtained for each group 
of couples can be seen in Table 3. In the analyzed data it can be seen that the p-value <0.005 
for all groups, so we can say that there are statistically significant differences between all 
groups. 
 

Compared groups p-value 

           60-27 0.006 
60-45 0.000 
60-75 0.000 
27-45 <0.001 
27-75 0.000 
45-75 0.002 

Table 3: P-value for Post-Hoc analysis of Duration of Fixations 
 
5. Discussion 
 
During the development of the investigation, a study developed by M. Andrzejewska and A. 
Skawińska [22] was found, in which two program codes were analyzed, significant 
differences were found for the subjective measures of mean duration of fixation, in two 
experimental conditions analyzed. The results obtained showed that these values for the 
objective cognitive load processing measures were associated with the development time of 
the task, obtaining measures that signified high cognitive load in the experimental conditions 
that required more time for the development of the activity. Other results of a study 
developed by T. Zu, J. Hutson, L. C. Loschky, and N. Sanjay Rebello[23] analyzed measures 
based on Eye-Tracking, since it was intended to make a comparison between two forms of 
presentation of learning content, according to the results obtained, the percentage of time 
spent was the objective measure which was mainly associated with extraneous cognitive load, 
it was found that the percentage of time spent observing animation by students in a non-
redundant condition (low cognitive load) was significantly higher than that of those in a 
redundant condition (high cognitive load). Which, according to the authors, means that 
students invest more attentional resources to observe the animation and establish connections 
between definitions with a non-redundant condition, instead of using a redundant condition, 
since in this there is little time of permanence in the animations which present the lesson 
demonstration.  



 

Taking into account the approaches made, the results of the present study differ with the 
theories and experiments developed by Mayer, Johnson, M. Andrzejewska and A. Skawińska 
and T. Zu, J. Hutson, L. C. Loschky, and N. Sanjay Rebello [5][23] since the results show 
that the presentation that has the highest levels in the duration of the fixations was the 60° 
configuration, and the one that showed the lowest levels was the 27° configuration, which 
does not show a homogeneous behavior in the variable. In contrast, the studies cited showed 
a homogeneous behavior of the data is presented regarding the spatial contiguity principle, 
which presumably ensures that the application to multimedia material leads to cognitive 
processing measures that indicate a lower cognitive load, than those obtained when the 
spatial contiguity principle is not applied. This could be due to two aspects, firstly, the size of 
the sample, since this was study with 16 participants and the studies analyzed for the 
development of this experiment had a minimum sample of 24 participants, secondly, the 
nature of the activity, due to the complexity of the task, since, in the studies developed on the 
subject, tasks with low complexity content are presented, or related to the area of expertise of 
the students. 
 
6. Conclusion 
 
In the study developed, there was no accurate results of the cognitive effect of spatial 
contiguity or evidence that the principle affected the objective measure of Duration of 
Fixations, that is, the presentations of the learning material, did not show exact results that 
indicated a homogeneous behavior of the dependent variable, since a logarithmic curve 
behavior was expected as a result, but a sinusoidal curve behavior is obtained as a result, 
which does not show a constant behavior of growth or decrease of the error. Additionally, 
there was no similar behavior of the variable for the treatments with a condition of closeness 
between graphics and text or between the pair of treatments with a condition of distance 
between graphics and text, which also indicates that the variable has a different behavior than 
previously analyzed in other studies. 
 
7. Limitations and future work 
 
The experiment developed was limited by the number of participants, which would have been 
beneficial to have a larger datasheet. One possible alternative interpretation of the results of 
this study is that the heterogeneous behavior of the fixation duration variable could attributed 
to the demands of the task, because it was a topic with high complexity of information, that 
is, a learning material could have been used of which the students were not aware, but which 
presented simpler information. Another limitation of the study is that only one set of learning 
material was used (information about the anatomy of the knee), so future research is needed 
to determine if the findings of the cognitive processing measures continue the behavior 
established in the cognitive theory of multimedia learning and additionally, if the studies are 
generalized to other sets of learning materials. 
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