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Abstract  
In view of the wide adoption and various research extensions of Cumulative Prospect Theory 
(CPT), this paper represents an attempt to perform a systematic review of articles that have 
employed CPT so as to explore its research trajectories and trends over time. A literature 
retrieval from Web of Science (WOS) yields a corpus of 495 articles in relation to CPT 
spanning over 2001-2020. The topic modeling method featuring Latent Dirichlet Allocation 
(LDA) is performed to produce topic trends and prospects concerning the corpus. For this 
purpose, we make use of the RStudio implementation of relevant packages for data 
preprocessing, modeling and visualization. The results are mainly categorized by dividing the 
articles into types of CPT exploration and parameter elicitation, the interplay and comparison 
between CPT and other theories and methods, and domain-specific applications by utilizing 
CPT to expound decision behavior. The conclusion drawn from the findings suggests that the 
potential active and new lines of CPT research in the future could be aimed more at route 
choice in transportation networks as well as decision making on the trade-off associated with 
issues of energy and environment. 
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1. Introduction 
 
Uncertainty is an inherent part of decision making. In view of the likelihood and probability 
of an outcome, the ongoing quest to ensure decision-makers’ behavior during the process of 
decision making has been a continuing research in the social sciences for more than 280 years 
(Bernoulli, 1738/1954). In the context of bounded rationality theory (Simon, 1957) and 
rank-dependent expected utility (Quiggin, 1982), Tversky and Kahneman (1992) introduced 
Cumulative Prospect Theory (CPT) as an alternative to other normative and descriptive 
models of decision making under uncertainty. 
 
Since its debut, CPT has been one of the most favorable descriptive decision-making models 
(Zhou et al., 2017). At the time of writing, the original paper, “Advances in Prospect Theory: 
Cumulative Representation of Uncertainty” (Tversky and Kahneman, 1992), has been cited 
15,683 times (computed by Google Scholar). Widely employed in various domains like 
behavioral economics, policy formulation, behavioral finance, transportation, and energy 
management, CPT has been a theoretical lens by researchers conducting empirical studies of 
choice under uncertainty and risk. However, there is limited attention paid to reveal the 
underlying research inclination and preference. Such expanding and heterogenous 
contributions to CPT make obtain a general overview and perspective of the hidden research 
topics embedded in CPT literature a complex task.  
 
To address the aforementioned shortcomings, in this paper we adopt topic modeling method 
based on Latent Dirichlet Allocation (LDA) algorithm, implemented by LDAvis and topic 
model packages in R, to unveil how CPT-related studies had developed in the first two 
decades of the twenty-first century, and to have a picture of the prospect of CPT-related 
research. 
 
2. Background 
 
2.1. Cumulative Prospect Theory (CPT) 
 
Relying on economic experiments, CPT was initiated to address decision making, either 
uncertain or risky, pertaining to any number of outcomes (Tversky and Kahneman, 1992). 
Instead of a normative model, CPT is deemed a descriptive model of decision making, which 
makes it close to or in agreement with true behavior. To reflect the nature of a descriptive 
model, CPT features a subjective value function and a subjective probability function 
(probability weight function, PWF). That is, a PWF reflects probabilistic distortion. A 
subjective value function 𝑣(𝑥)	can be depicted in the form of a two-part power function 
(Tversky and Kahneman, 1992): 
 

𝑣(𝑥) = '
𝑣!(𝑥) = 𝑥" , 𝑥 ≥ 0; 	𝛼 > 0,

𝑣#(𝑥) = −𝜆(−𝑥)$ , 𝑥 < 0; 	𝛽 > 0; 	𝜆 ≥ 1	
										(1)    

 
where 𝑣(𝑥) is the subjective utility with respect to option 𝑥, 𝛼 is the concavity of the 
value function for gains (𝑥 ≥ 0), and 𝛽 is the convexity of the value function for losses (𝑥 <
0 ). 0 < 𝛼 < 1  and 0 < 𝛽 < 1  suggest diminished sensitivity for losses and gains. 𝜆 
denotes a loss-aversion coefficient. 𝜆 ≥ 1 indicates greater preference for gain than for the 
same loss, which reflects that the loss region of subjective utility is steeper than the gain 
region. As suggested by function (1), the pattern of a subjective value function 𝑣(𝑥) is 
shown in Fig. 1. 



 

 

 
Figure 1: Shape of subjective value function (Kahneman, 1979). 

 
The function form (1) tells that the reference point of gain and loss is 0. Let the reference 
point (determined by the decision maker) as 𝑥%	(𝑥% ≠ 0), and the function (1) can be 
therefore equivalently written as below: 
 

𝑣(𝑥) = '
𝑣!(𝑥) = (𝑥 − 𝑥%)" , 𝑥 ≥ 0; 	𝛼 > 0,

𝑣#(𝑥) = −𝜆(−𝑥 + 𝑥%)$ , 𝑥 < 0; 	𝛽 > 0; 	𝜆 ≥ 1		
										(2) 

 
Similarly, a subjective probability function can also be described as a two-part power 
function as follows (Tversky and Kahneman, 1992): 
 

𝜋(𝑝) =

⎩
⎪
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⎧𝜋!(𝑝) =

𝑝&

(𝑝& + (1 − 𝑝)&)'/&
, 𝑥 ≥ 0,

𝜋#(𝑝) =
𝑝)

(𝑝) + (1 − 𝑝)))'/)
, 𝑥 < 0

										(3) 

 
where 𝜋!(𝑝) is the probability of subjective gains, 𝜋#(𝑝) is the probability of subjective 
losses, 𝑝 is the actual probability of gains and losses, 𝛾 and 𝛿 are the sensitivity of gains 
and losses, and 𝛾 ≤ 1 and 𝛿 ≤ 1. Accordingly, the pattern of a subjective probability 
function 𝜋(𝑝) is shown in Fig. 2. Corresponding the so-called PWF, both function (3) and 
Fig. 2 show that moderate and high probabilities are under-weighted and low probabilities are 
over-weighted by decision makers.  
 

 
Figure 2: Shape (dotted curve when 𝛾 ≠ 1and 𝛿 ≠ 1) of subjective probability function 

(Tversky and Kahneman, 1992). 



 

By combining functions of (2) and (3), the prospect value of CPT can be described as the 
sum of the subjective gains and subjective losses as follows: 
 
𝑈 =	A(𝑣!(𝑥) ∙ 𝜋!(𝑝)) +A(𝑣#(𝑥) ∙ 𝜋#(𝑝))										(4) 
 
According to functions (2), (3) and (4), it is obvious that CPT contains five parameters, and 
when 𝛾 = 1 and 𝛿 = 1, we’ll have the standard linear weighting. The function form of (4) 
indicates that one will pursue risks or avoid risks in the conditions of losses or gains 
respectively. It also suggests that one is more concerned with losses than with gains (Tversky 
and Kahneman, 1992). 
 
As an alternative to normative models like Expected Utility Theory, CPT has garnered a great 
deal of support, applications and extensions. In the field of transportation, Schwanen and 
Ettema (2009), Gao et al. (2010), Li and Hensher (2011), Chow et al. (2010), and Zhang et al. 
(2018) used CPT to study route choice in traffic networks. Breuer and Perst (2007) employed 
CPT to analyze discount reverse convertibles and reverse convertible bonds. In view of 
portfolio optimization, Omane-Adjepong et al. (2019) adopted CPT to classify and select 
cryptocurrencies. Félix et al. (2019) made use of CPT to explain the overpricing of out-of-the 
money single stock calls. In the domain of energy management, researchers resorted to CPT 
to study the determination of the optimal photovoltaic/battery energy storage/electric vehicle 
charging stations portfolio (Liu and Dai, 2020), the site selection of photovoltaic power 
plants (Liu et al., 2017), and the capacity credit of wind power simulations for various wind 
time series interval lengths (Wilton el al., 2014). The trace of CPT relevant research can also 
be found in bidding decision on land auction (Peng and Liu, 2015), government purchase of 
home-based elderly-care services (Lu et al., 2020), the influence of emotions specific to risk 
on flood insurance demand (Robinson and Botzen, 2020), the selection of new product 
development concept (Wang et al., 2018), and addressing the risk decision-making problem 
in emergency response (Liu et al., 2014). 
 
2.2. Literature analysis 
 
On a given subject, the analysis of literature review allows research trends as well as 
potential gaps leading to new studies and findings to be uncovered (Levy and Ellis, 2006). 
Literature analysis is considered as an imperative basis and approach to reveal appreciation 
on new research themes. This connection is manifested by literature reviews of various 
publications regarding numerous sciences (Cronin et al., 2008; Jesson and Lacey, 2006). 
 
Without the help of new information and communications technology (ICT), large amount of 
time and efforts are mandatory to conduct thorough and comprehensive literature analysis in 
pursuit of new research topics of a given subject. With the facilitation and advancement of 
ICT and without the limitation on time and locations, these days scholars and researchers of 
different academic disciplines are able to access multiple online libraries and databases so as 
to retrieve a pile of articles on a given research subject. Nevertheless, in order to extract 
useful insights and knowledge from high volumes of papers retrieved, digesting the contents 
as well as grasping the contexts require determination and great efforts. To deal with such a 
challenging task, the measures of text mining (TM) based on ICT are introduced and 
employed to investigate the literature and to uncover trendy studies over journals and time. In 
order to generate a body of knowledge of the literature in question, associated terms and 
vocabularies (a sequence of “n” words in the name of n-gram) need to be distilled and 



 

classified from large texts (Delen and Crossland, 2008). TM is particularly applied to 
examine unstructured or semi-structured datasets like text documents (Fan et al., 2006). To 
reveal the academic research trends, a number of studies have adopted TM techniques to 
investigate papers in a variety of journal databases. Lee et al. (2010), Hung (2010), Sharma et 
al. (2018), Zhai et al. (2015), and Kim (2016) applied TM to research trends in the fields of 
information science (digital library), education (e-learning), machine learning, biomedicine, 
and medical informatics respectively. 
 
As a specific type of algorithms applied to TM, by taking the number and distribution of 
terms into account to model a specific number of different topics from unstructured datasets, 
a method called Latent Dirichlet Allocation (LDA) was proposed by Blei et al. (2003). Such a 
manner can assist researchers to recognize topics related to the gap for prospect studies 
(Moro et al., 2015).  
 
2.3. Topic Models and Latent Dirichlet Allocation (LDA) 
 
In the setting of TM techniques, topic models are a sort of unsupervised statistical machine 
learning methods. The purpose of topic models and associated analytics is to summarize the 
topics from a corpus in a way of reduced human resources. The so-called topics are clusters 
designated by grouping the words, which are unknown beforehand. For unstructured datasets 
without reference to known outcomes, unsupervised machine learning is applied to infer 
underlying structure, resemblances and distinct patterns of data and therefore to make sense 
of data. Topic models came into being through the research on searching, indexing and 
clustering voluminous unlabeled and unstructured documents (Sun et al., 2017). Various 
applications, like social networks, images, genetic research (Blei, 2012), opinion 
classification, sentiment discovery, trend detection, and big data research (Shivashankar et al., 
2011; Hu et al., 2014), communication similarity in political movements (Stier et al., 2017), 
gauging framing and meaning nuances in cultural sociology (DiMaggio et al., 2013), and 
contemporary art discourse (Roose et al., 2018) had employed topic models to reveal the 
main themes and patterns residing in a huge amount of data in those fields. 
 
In the context of social sciences, LDA is the foremost and the most adopted variant of topic 
modeling methods (Zhao et. al, 2014; Saari 2019; Pääkkönen and Ylikoski, 2020). As a 
specific algorithm of topic modelling applicable for massive collections of documents (Blei, 
2012), without training data, prior labeling and annotations, LDA can be utilized to 
investigate thousands or millions of documents where human annotation is impossible (Blei, 
2012; Sun et al., 2017). LDA captures the perception of documents bearing multiple topics, 
that is, distinct topics “latently” existing in documents show in different proportions. In other 
words, each document can be regarded as a mixture of “latent” topics which expound 
common occurrence of words in documents. Likewise, each topic is treated as a mixture of 
words, which suggests a combination of ideas with a certain meaning inside the corpus. For 
instance, the words “decision, risk, uncertainty” and “text, word, document, corpus” usually 
appear together in CPT-related and LDA-related studies respectively. This means that a topic 
is a group of words that frequently appear in the documents of a corpus. Similarly, those 
clusters of words also have higher probabilities (weight assigned) in a topic, and those words 
can also have higher probability in some topics. As a statistical model, LDA therefore 
represents such a perception by an imaginary random (generative) process that produce 
documents. To be specific, it is assumed that topics are prescribed before associated 
documents and data. Here, a “Dirichlet distribution” reflects the distribution of those 



 

prescribed topics, and it is applied to designate the words in a document with respect to 
different topics (Blei, 2012). 
 
In essence, as a type of generative probabilistic models for a corpus, LDA is a Bayesian 
hierarchical modeling transcribed in three levels (Blei et al., 2003). It is suggested that topics 
and word mixtures are represented by Dirichlet distributions, which generate documents 
accordingly. As illustrated by Blei (2012), Fig. 3 represents the probabilistic graphical model 
for LDA algorithm. Random variables are denoted by a node. Unshaded and shaded (grey) 
nodes depict hidden (latent, i.e., existing but neither known nor seen directly) and observed 
random variables separately in the order given. Rectangular plates indicate the replication of 
variables. Plate K, M and N are the number of topics, document and word respectively. In 
other words, the rectangle M denotes the documents, the corpus, we are going to investigate. 
The rectangle N indicate the word positions within a certain document. As aforementioned, 
Fig. 3 also expresses that LDA features a three-level Bayesian hierarchy. Hidden random 
variable 𝛼 and 𝛽 , as input parameters, denote the topic distribution of each document and 
word distribution of each topic respectively. The observed random variable W, as the output, 
are the words that one can see and read. That is, given the words W, the conditional 
(posterior) distribution of the rest hidden variables are performed. The determination of each 
topic’s word distribution 𝜑 in K is derived from the input 𝛽. In a similar fashion, each 
document’s topic distribution 𝜃 in M is generated from the input 𝛼. The random variable Z 
refers to the topic assignment for each specific term in W, which is developed from 𝜃. 
Different topics are described by the terms output from LDA. In a word, LDA assumes topics, 
which can be revealed by analytical measures, of a corpus exist in a latent space. 
 
 
 
 
 
 
 
 
 

Figure 3: LDA probabilistic graphical model adapted from Blei (2012) 
 
Equivalent to Fig. 3, as explained by Blei (2012), the probabilistic graphical model for LDA 
can be represented as equation (5): 
 

𝑝(𝜃, 𝑧, 𝑤|𝛼, 𝛽) = 𝑝(𝜃|𝛼)I𝑝(𝑧*

+

*,'

|𝜃)𝑝(𝑤*|𝑧*, 𝛽)									(5) 

 
During the past decade, LDA has been wildly applied in various academic disciplines. Fields 
like social network analysis (Weng et al., 2010), politics (Grimmer and Stewart, 2013), 
journalism (Rusch et al., 2013), cultural sociology (Mohr and Bogdanov, 2013), business 
intelligence (Moro et al., 2015), communication research (Maier et al., 2018) have employed 
LDA to the studies on research trends. 
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3. Methodolog 
 
3.1. Literature acquisition 
 
In this study, only “Web of Science (WOS)” was accessed as our literature (including journal 
articles and conference proceedings) source. The terms “cumulative prospect theory” were 
selected as our only query. With quotation marks to make the terms an exact phrase, the 
search in question was input by Topic inquiry of the Basic Search. As per the input, WOS 
sought the fields of literature title, abstract and author keywords. Published literature between 
the years 2001 and 2020 was examined. The distribution over the designated time is shown in 
Fig 4. This study only examined the title, abstract and author key words for our purpose. At 
the time of writing, the corpus composed of 495 research papers were retrieved.  
 

 
Figure 4: Distribution of number of articles over year (n=495). 

 
In Fig. 4, the line graph shows the number of articles published by year. The corpus of 495 
documents is contributed by 214 types of journals and conference proceedings. In terms of 
the release frequency over that period, the top three journals are the “Journal of Risk and 
Uncertainty (n=28; 5.66%),” “Theory and Decision (n=21; 4.24%),” and “Journal of 
Mathematical Psychology (n=18; 3.64%).” Though fluctuations begin in 2007 and thereafter, 
the number of circulated articles, peaking at 60 in 2018, increases in general in the timeframe. 
The bar chart in Fig. 4 illustrates 24 journals (11.21% of the journal source) that at least have 
five CPT-related articles over the period of 20 years, which accounts for 217 documents 
(43.84% of the corpus).  
 
In view of the color varieties of the bar chart as well as the distances (gaps) between the 
apogees of the bars and corresponding points in line graph in Fig.4, it suggests that the source 
of the articles had been getting more diversified with the passage of time. As shown in Fig. 5, 
the trend of the portions (ranging between 87.5% in 2005 and 20.00% in 2019) attributed by 
these 24 journals had gone down as a whole. It also tells the concentration and dominance of 
journal sources had been towards lower. Fig. 4 and Fig. 5 both suggest that the spillover 
effects of CPT on other academic disciplines. 
 



 

 
Figure 5: Dominance of the 24 journals (taken as a whole) in the corpus over year. 

 
3.2 Data preprocessing 
 
In this step, RStudio (version 4.0.3) was installed and run as the workspace. Commands first 
tokenized retrieved texts by splitting them into sentences, decomposing sentences into words, 
lowercasing the words, and removing punctuation. Next, stop words (e.g., “the”, “and”, “or”, 
“for”, etc.), numbers, non-alpha numeric characters were all removed. Finally, excutions 
lemmatized and stemmed various forms of a word to one single form or its root form (e.g., 
change "makes", "making", or "made" to the lemma "make"). The above tasks were 
performed by the “tm” package (version 0.7-8), a framework for text mining (Ingo and Kurt, 
2008; Ingo et al., 2008), within RStudio.  
 
For the scalar value of Diriclet distribution hyperparameter, 0.02 was set for the distributions 
over the vocabulary and topics. Gibbs’s sampling number was set to 5,000 for scanning the 
corpus. Fig. 6 demonstrates the data preprocessing executed by commands of “tm” package. 
As an example, Fig. 6 (a) and Fig. 6 (b), snapshotted from the raw data in CSV file and the 
console of RStudio, are the original text and the text after preprocessing respectively. 
 
 
 
 
 
 
 
 
 
 
 
 



 

Performance on an intuitive 
symbolic number skills 
task-namely the number line 
estimation task-has previously 
been found to predict value 
function curvature in decision 
making under risk, using a 
cumulative prospect theory (CPT) 
model. However there has been 
no evidence of a similar 
relationship with the probability 
weighting function. This is 
surprising given that both number 
line estimation and probability 
weighting can be construed as 
involving proportion judgment, 
that is, involving estimating a 
number on a bounded scale based 
on its proportional relationship to 
the whole. In the present work, we 
re-evaluated the relationship 
between number line estimation 
and probability weighting through 
the lens of proportion judgment. 
Using a CPT model with a 
two-parameter probability 
weighting function, we found a 
double dissociation: number line 
estimation bias predicted 
probability weighting curvature 
while performance on a different 
number skills task, number 
comparison, predicted probability 
weighting elevation. Interestingly, 
while degree of bias was 
correlated across tasks, the 
direction of bias was not. The 
findings provide support for 
proportion judgment as a 
plausible account of the shape of 
the probability weighting 
function, and suggest directions 
for future work. 

 

(a) (b) 
Figure 6: Text (research abstract) comparison before (a) and after (b) data preprocessing 

(entry 22 in the corpus as an example). 
 
 
 

 



 

3.3 Topic modelling by LDA 
 
In this research, due to a lack of knowledge about the trends of analyzed CPT-associated 
body of literature, the topic modeling features LDA is chosen. The R package of 
“topicmodels” (version 0.2-11) was selected and performed to carry out latent topic 
extraction (Hornik and Grün, 2011). The approach (metric) proposed by Arun et al. (2010) 
was employed to identify the number of topics of the corpus in question. At least 50 
meaningful words were grouped to represent a topic, and the top 50 topics were visualized in 
the analysis radar.  
 
3.4 Topic visualization 
 
Names and interpretation were assigned to each extracted LDA topics. We utilized the 
visualization tool LDAvis (version 0.3.2) to generate a 2D topic map with axes based on 
interpreted topic grouping (Sievert and Shirley, 2014). LDAvis processes multidimensional 
scale analysis to bring about the axes of a bi-dimensional space. It depicts each topic by a 
circle distributed in the above-mentioned space. The area of a cycle denotes the relevance of 
the corresponding topic to the corpus. The distance between the centers of circles stands for 
topic similarity (the more similar the shorter).  
 
4. Results 
 
By deleting repetitions, 1,451 unique terms were obtained from the corpus. Terms not greater 
than 5-time repetitions were ignored. Accordingly, Fig. 7 demonstrates the 30 most 
frequently appearing topics of the corpus. 
 

 
Figure 7: The distribution of top-30 most frequent topics of the corpus. 

 
Given the value computed by the metric proposed by Arun et al. (2010), the inferred optimal 
number of topics is K=50. Gibbs’s was applied for sampling to render the associated 
parameters and inference (Lynch, 2011). By LDAvis, the distributions of the corpus-wide and 
topic-specific terms are shown in Fig. 8. 
 



 

  
(a) (b) 

Figure 8: Distribution of the corpus-wide and topic-specific terms by LDA inference. 
 

According to Fig. 8 (a), the top-30 most noticeable terms in the analyzed corpus are shown. 
In consonant with intuition, the terms that constitute “cumulative prospective theory” top the 
horizonal bar chart. The term “theory” ranking above the rest suggests that “theory” not only 
refers to CPT but also relates to other theories like bounded rationality theory, 
rank-dependent expected utility and expected utility theory, when it comes to behavioral 
decision-making research. The second highest term “prospect” can refer to CPT as well as its 
predecessor PT; additionally, it can be solely extracted to explain the meaning and concept of 
prospect itself. Noticeably, “risk” comes in third. It suggests that, aside from CPT itself 
tacking risky decision making, the majority of the studies deal with the contexts in which the 
probability of an uncertain outcome is well known. The acronym CPT, the initial letters of 
cumulative prospect theory, also ranks high. The rest terms, ranking above number ten, are 
those words commonly accompanied with CPT.  
 
In Fig. 8 (b), the horizontal bars visualize the terms most highly associated with a certain 
topic (here, topic 6 as an example). The overlaid bar of a specific term indicates the 
topic-specific (red shaded) and corpus-wide frequencies. By adjusting the slider at the 
upper-right of Fig. 8 (b), to increase the lambda (𝜆) parameter will decrease the weight of the 
ratio of the word frequency of a given topic to the word overall frequency in the corpus. That 
is, important words for the given topic move downward. 
 
The visualized relation (similarity) between topics and the prevalence of each topic are 
illustrated in Fig. 9. Each circle represented a topic, and the circle area tells the prevalence of 
the corresponding topic. The Euclidean distance between the centers of the circles tells the 
similarity (semantic relationship) between the topics. At an aggregate level, neighboring or 
overlapped circles are clustered to infer associated research themes denoted from C1 to C8. 
Isolated circles are denoted from T1 to T8. 
 
The most favored topics from the analyzed corpus about CPT were C1 comprising topic 1, 2 
and 5 (in terms of prevalence, from high to low). C1 is research about risky/stochastic 
decision, which is the exploration, extensions and arguments pertaining to CPT. C2, made by 
topic 3 and 4, is relevant to the comparison and contract between CPT and other models. C3 
empirically address the parameters of PWF through experiments, that is, to discover the 
values of the abovementioned 𝛾 and 𝛿 in function (3). Through the lens of psychology, C4 



 

is the studies on decision making in the given-and-take context of environment protection. C5 
sheds light on the alignment and/or discrepancy of CPT with respect to experiments in certain 
conditions and domains. C6 specializes in investment behavior of financial sector. C7 is 
relevant to the integration of CPT and TODIM (TOmada de Decisao Interativa Multicriterio) 
for certain research purposes. Similar to C7, C8 is about the handshake between CPT and 
MCDM (Multi-Criteria Decision Making) method to realize various research attempts.  
 
To generalize the topics of C1 to C8, C1, C2 and C3 primarily examine the theory, CPT, itself. 
Obviously, the circle areas in C1, C2 and C3 are self-explanatory per the criteria of literature 
selection set previously. C4 and C6 address CPT’s application to certain research themes. C5 
focuses on the alignment with or disagreement with the arguments of CPT. C7 and C8 let CPT 
accommodate other methods in order to achieve particular research goals. 
 

 
Figure 9: Visualization of the 50 most prevalent topics (rendered by LDAvis) and clustering. 
 
For T1 and T5, one focuses on the traffic route choice and the other concentrate on the power 
plant site selection. Regarding T2, T3, T4 and T6, they attempt to study CPT from the 
perspectives of contextual variables, demography, agents, and criteria priority respectively. 
Finally, as clusters of C7 and C8, T7 and T8 are associated with taking other methods and 
theories, Rank-Dependent Utility theory and Markowitz model, into consideration. 
 
5. Discussion and Conclusion 
 
Research on CPT has made progress on its adoption and applicability over the last 20 years. 
Nevertheless, there is a lack of review studies that examine the development, trends, patterns 
and findings. In contributing to this gap in the literature, this research provides literature 
collection criteria, LDA-enabled topic modeling methods and practice. In this paper, it 
presents a holistic view of the current state, at the time of this writing, of CPT-related 
research by presenting the results of a systematic review of 495 articles put forward since 
2001. This study provides an alternative way other than the traditional statistical analysis 
approach to discover research past and prospect trajectories in the field of behavioral 
economics, specifically those relevant to CPT. 
 
With the implementation of topic modeling characterized by LDA as well as TM, data 
preprocessing and visualization packages in RStudio, this study reveals the implicit 
preferences and trends of CPT research. The papers from WOS are investigated in the first 



 

two decades of the twenty-first century. Through this study, 50 topics, portrayed by some 30 
words and grouped into 8 clusters (by overlapped and neighboring circles) and 8 isolated 
circles, are delivered and concluded in a 2D space. The horizontal and vertical axes 
delineating the 2D space represent popularity and research stage respectively in the corpus. 
Through this spatial representation and analysis, this study draws a generalized conclusion, in 
terms of CPT’s applications, on route choice in transportation networks as well as decision 
making on the trade-off associated with issues of energy and environment that could be the 
coming foci of CPT in exploring decision behavior. In addition, to incorporate other theories 
and methods into CPT’s terrain could be an inviting research approach to explore. 
 
As an attempt to apply LDA to generate topic trends and prospects of CPT associated 
research, the proposed method bears several limitations. Those limitations arise from the 
statistical assumptions inhere in LDA. One assumption is that the order of the documents in 
the collection is not considered. This impedes the analysis of the track and change of a certain 
underlying theme of the corpus over time. Second, LDA relies on the premise that the words 
are exchangeable in the document. It is also known as the assumption of the “bag of words.” 
In other words, this assumption does not take how the topics conditionally generate words on 
the previous word. However, this assumption has minor impact on the quality of this study 
since we only focus on the course semantic structure of the texts. The third limitation is that 
the number of topics is fixed and manifest assumed by LDA. It means that the number of 
topics is given rather than determined by posterior inference of the document collected. 
Additionally, the hierarchies of topics in question cannot be inferred accordingly. 
 
The results are useful for academic stakeholders to formulate their prospect research lines and 
concentrations. For stakeholders in academia, research institutes, and governments, our 
findings also facilitate the decision on funding CPT-based research and applications. Two 
aspects of direct extension of this study include: On the one hand, the employment of 
derivative models of LDA that relax LDA assumptions previously mentioned. That is, to 
relax aforementioned assumptions of LDA could be the following directions for research in 
CPT. By doing so, future work may produce a more realistic posterior topical structure where 
a topic could be a sequence of distributions over words in place of a single distribution over 
words. It will therefore more accurately reflect the topical trace of collections spanning over 
years. On the other hand, the original paper on CPT by Tversky and Kahneman (1992) has 
been cited more than 15,000 times, and it suggests that to include more research articles, 
qualified and filtered by certain research purposes, into the analyzed corpus can be exploited. 
To combine both aspects with suitable analysis and visualization packages, inferences from 
and insights into CPT research can be explored and expected. 
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