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Abstract 
With the rapid development of speech recognition technology, Chinese speech-to-text (STT) 
systems play an important role in the production of subtitles and are often used in 
instructional videos. However, due to the complexity of the Chinese language and the large 
number of homophones, there is still significant room for improvement in the accuracy of 
existing STT systems. In this study, we proposed two optimization methods based on large 
language models (LLM), including language model-assisted editing and fine-tuned language 
model-assisted text editing, to improve the accuracy of Chinese STT, and verified them by 
producing subtitles for instructional videos in various domains and calculating the 
Levenshtein distance between two strings with dynamic programming. The results indicated 
that the fine-tuned language model-assisted text editing approach is significantly better than 
the language model-assisted editing approach in terms of text accuracy, and it can generate 
fine-tuning strategies for specific language characteristics to recognize language nuances 
more efficiently, thus significantly improving the accuracy of Chinese speech-to-text systems. 
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Introduction 
 
In the modern era of increasingly prevalent digital education, Speech-to-Text (STT) 
technology has become a core tool for producing subtitles for instructional videos. However, 
due to the numerous homophones and complex grammatical structures in the Chinese 
language, existing STT systems still have significant room for improvement in accuracy 
(Chen et al., 2021; Zhang et al., 2018). Even advanced systems with multilingual recognition 
capabilities, such as OpenAI's Whisper and Google Cloud Speech-to-Text, perform 
suboptimally in handling Chinese, particularly in recognizing semantic differences (OpenAI, 
2022; Wang, 2021). 
 
The accuracy of subtitles in instructional videos directly affects learners' understanding of the 
content; incorrect word recognition may lead to misunderstandings of the learning material 
(Maraza-Quispe et al., 2022). Therefore, improving the accuracy of STT technology in 
Chinese environments has become an urgent issue to address. With the rise of Large 
Language Models (LLMs), which have the ability to understand textual content and make 
judgments, significant time can be saved on manual transcription (Brown et al., 2020; 
OpenAI, 2022). Although LLMs can handle tasks such as text organization, error detection, 
and correction, they still have limitations when dealing with homophones and specialized 
terminology (Maraza-Quispe et al., 2022). 
 
With the opening up of the fine-tuning functionality in LLMs, models can be optimized for 
cognitive abilities on specific data (OpenAI, 2023). After fine-tuning, the model can select 
and identify the correct words based on context; we believe it has the potential to improve the 
recognition of homophones and specialized terminology (Raffel et al., 2020). 
 
Based on this, this study aims to explore and compare two Chinese STT optimization 
methods based on LLMs: language model-assisted editing (LMAE) and fine-tuned language 
model-assisted text editing. To compare the accuracy of the two processing methods, we use 
the Levenshtein distance calculated using dynamic programming algorithms to compute the 
minimum edit distance between strings, which measures the minimum number of edit 
operations required to transform one string into another—including insertion, deletion, and 
substitution of single characters—for* evaluation purposes (Che et al., 2017; Yujian & Bo, 
2007). 
 
Research Methodology 
 
We first selected a sample of 60 Chinese instructional videos from higher education in fields 
such as humanities and social sciences, natural sciences, and engineering technology to 
simulate real-world application scenarios. Subsequently, we used existing STT systems (e.g., 
OpenAI Whisper) to generate the initial subtitles. Then, we employed a Large Language 
Model (LLM) to perform text organization, error detection, and correction on the initial 
subtitles; this process constitutes the language model-assisted editing. 
 
Next, for the fine-tuned language model-assisted text editing, we collected commonly used 
Chinese homophones and compiled various homophone tables or documents. We utilized the 
ChatGPT-4 multimodal model to identify and organize this information into the dialogue 
format required for fine-tuning, in JSONL format. 
 



 

 
Using the organized JSONL file, we fine-tuned the ChatGPT-4o-mini model. Subsequently, 
we used the fine-tuned language model to assist in text editing, performing text organization, 
error detection, and correction on the initial subtitles. 
 
To evaluate the results, we calculated the Levenshtein distance using dynamic programming 
algorithms to compute the minimum edit distance between strings. We first compared the 
shortest distances between each method and the expert-approved standard examples. 

Figure 3: Levenshtein Distance Calculation Formula 

Figure1: Corrections of  
Common Homophones 

 

Figure 2: JSONL File in Dialogue Format 
Required for Fine-Tuning 

Homophones refer to Chinese characters that 
have identical phonetic forms but completely 
different character forms and meanings. For 
example, “部屬” (subordinates) and “部署” 
(deployment) are pronounced the same, but the 
former refers to personnel arrangements, while 
the latter refers to the arrangement of matters. 
 



A Levenshtein distance value closer to zero indicates fewer changes, signifying a closer 
match to the expert-approved standard examples. To assess the statistical significance of 
these results, we chose to use an independent samples t-test for statistical analysis. 
 
Results 
 
We conducted an accuracy evaluation of two methods: fine-tuned language model-assisted 
text editing and language model-assisted editing. An independent samples t-test was used to 
compare the accuracy differences between the two datasets. The results showed a significant 
difference between the two groups (t=2.65544, p=.004507). This indicates that the fine-tuned 
language model performs significantly better in Chinese speech-to-text tasks than the general 
language model-assisted editing method. 
 
In calculating the relevant statistical data, the mean edit distance of the fine-tuned language 
model-assisted text editing group was lower (M=674.2), while that of the language 
model-assisted editing group was higher (M=858.53). This suggests that the fine-tuned 
language model more effectively handled challenges such as homophones and specialized 
terminology, significantly reducing instances of erroneous transcription. 
 

Table 1: Descriptive Statistics and t-Test Results for Two Treatment Groups 
Group N M SD t p 
language model-assisted 
editing 

60 858.53 171.04 

2.66 .005* fine-tuned language 
model-assisted text 
editing 

60 674.2 118.08 

  *p < .05 
 
Conclusion 
 
This study successfully demonstrated the effectiveness of fine-tuned language models in 
improving the accuracy of subtitles in Chinese instructional videos. Through our collected 
dataset of homophones and fine-tuning, the fine-tuned model exhibited higher language 
understanding and text generation capabilities, effectively overcoming the shortcomings of 
existing STT systems in accurately recognizing homophones. 
 
The research results indicate that the fine-tuned language model can significantly reduce the 
error rate in the subtitle production process, further enhancing the quality and efficiency of 
subtitles in instructional videos. This study provides an alternative solution for improving the 
accuracy of Chinese speech-to-text technology and lays a foundation for subsequent 
applications in a wider range of educational contexts. 
 
Future work will focus on expanding the fine-tuning dataset on a larger scale, targeting 
specialized terminology in various professional fields to further enhance the model's 
adaptability to diverse language scenarios. We will also explore how to apply this technology 
to other languages and domains, promoting the comprehensive development of speech 
recognition technology. 
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