
 

A Study on Fact-Checking and Challenges to Combating Disinformation While  
AI Is Threatening the Media in Bangladesh 

 
 

Kamruzzaman, Birmingham City University, United Kingdom 
 
 

The Asian Conference on Cultural Studies 2024 
Official Conference Proceedings  

 
 
Abstract 
The spread of disinformation, misinformation, and fake news has increased due to the 
widespread use of social media. Recently, artificial intelligence-generated disinformation and 
deepfake have added new threats to society. Anyone who has little technology knowledge can 
produce deep fake or fake content and spread it online with the help of AI tools. As a result, 
the risk of publishing false information in the media has increased, which has triggered the 
importance of fact-checking. The main objective of this study is to explore fact-checking 
practices and challenges in combating disinformation in Bangladesh. Using the qualitative 
research method and the in-depth interview, this study analyzed the data obtained from 15 
senior journalists on their fact-checking practices and challenges. The result of the study 
suggested that media organizations are not ready yet to combat disinformation and deepfake. 
There is no systematic process for fact-checking within the media houses in Bangladesh. 
Interviewed journalists have not witnessed any serious impact of AI-generated disinformation 
so far due to its early-stage development. But they think, advanced technical support, 
standard education, training, and regulations made by government and media will be needed 
to combat disinformation. For example, journalists expressed that fact-checking software can 
help us to detect disinformation. This study identified some challenges related to fact-
checking such as fund crisis, lack of skilled human resources, partisan journalism, etc. Media 
organizations, policymakers, and stakeholders should take action to overcome the challenges. 
Although the research was conducted in the context of Bangladesh, its findings would be 
considered as new academic knowledge in the global arena that will contribute to combat 
disinformation.   
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Introduction 
 
While we are living in a digital world, misinformation, disinformation, and rumors have been 
flooding every corner of the globe. These are being spread out for political (Landon-Murrey 
and Mujkic, 2019), religious (Haque et al., 2020), and financial reasons. From the individual 
to the government level (Leong, 2019), false information is deliberately spread to deceive 
people. By using advanced generative artificial intelligence (AI) tools, anyone can generate a 
cloned human voice, hyper-realistic pictures, and videos in a few seconds and with minimal 
costs. This disinformation is a new threat to journalism (Kahn, 2023). AI can produce 
targeted fake emails, texts, statements, audio, and video content to manipulate public opinion, 
mislead voters, tarnish the candidate's image, and undermine the results of the election, which 
erodes the value of democracy (Robins-Early, 2023). 
 
In the last couple of years, Bangladesh, with a population of over 170 million, has 
experienced several communal unrests and mob lynchings that were incited by spreading 
falsely claimed information through social media (Haque et al., 2020). Buddhist temples and 
hundreds of minority houses at Ramu in Cox’s Bazar (one of the districts of Bangladesh) 
were set on fire; Hindus’ houses at Nasirnagar upazila, Brahmanbaria district, were attacked 
and torched; and a series of mob attacks happened in different parts of the country after 
disseminating rumors of child abduction (Alam and Ahmed, 2012). Now, AI is being used as 
a weapon for making and spreading false content against opposite political parties and leaders 
in Bangladesh (Afrin, 2023). Such contents usually increase during the general election in 
Bangladesh. Bangladeshi fact-checking organization Dismislab pointed out that 44.4% of 
disinformation circulated from July 2023 to August 2023 was politics-related (Afrin, 2023). 
Therefore, the importance of fact-checking in media organizations has increased. 
 
Thus, this study explores the fact-checking practices media organizations use to combat 
disinformation and the challenges of fact-checking. As follows, this study also presents the 
significance of automated and manual fact-checking practices in media. Then the research 
explores journalists' knowledge of AI technology and its usage in media. In conclusion, the 
study offers potential solutions to overcome the fact-checking limitations.  
 
Literature Review 
 
Artificial intelligence (AI) is considered the most revolutionary and complex human 
innovation yet (Sukhadeve, 2021). The representation of AI is in every sector of human life 
except some unexplored fields (Tai, 2020). It incorporates human knowledge or intelligence 
into machines through a set of algorithms that can do multiple things, such as give reason, 
learn, gather knowledge, communicate, manipulate, and perceive objects (Collins et al., 
2021). As the influence of AI has increased around the world, its business market has 
expanded. This market is estimated to reach $22.6 billion by 2025 (Forbes, 2023). But the use 
of AI technology in journalism has advantages and disadvantages (Dorr, 2016). For example, 
while AI is being used to produce media content, it can also create fake news. Westerlund, 
(2018) stated, AI created challenges to fair journalism. So, as a topic, AI gained popularity 
among media researchers (Goni and Tabassum, 2020). 
 
Machine Learning vs Deep Learning vs Generative AI 
 
Machine learning is a subset of AI technology (Ongsulee, 2017). It provides computers with 
the capability to learn without being explicitly programmed (Munoz, 2012). It produces 



 

algorithms that learn from the provided data and make decisions based on patterns observed 
in this data. However human assistance is needed when it makes an incorrect or undesirable 
decision (Singapore Computer Society, 2020). Machine learning does a variety of computing 
tasks, including troublesome or impractical works; for instance, information or email 
filtering, detection of intruders in network systems or hostile insiders working towards a data 
breach (Ben, 2017), and optical character recognition (OCR) (Yang et al., 2010). On the other 
hand, deep learning is part of machine learning methods based on learning representations of 
data. It is called a subfield of machine learning (IBM Blog, 2023).  
 
Processing data through different layers of algorithms utilizes an artificial neural network and 
confirms a perfect decision without human intervention (Singapore Computer Society, 2020). 
Different types of deep learning are applied to various fields like automatic speech 
recognition, computer vision, natural language processing, bioinformatics, and audio 
recognition (Ongsulee, 2017). Another subset of AI is generative AI, which is now more 
applicable to making news content (Collins et al., 2021). At present, the most popular 
generative AI tools are ChatGPT, Dall-E, Midjourney, Bard, DeepMind, etc., which are 
considered to be in an era of transformation in journalism (Pavlik, 2023). It can produce 
various media contents such as text, audio, video, images, code, and other data (Bell, 2023). 
 
Automated Journalism and Some Debates 
 
Chadwick (2013) stated that automated journalism is a complicated hybrid system. 
‘Computational journalism’ and ‘computer-assisted journalism’ (Parratt-Fernandez et al., 
2021; Codina and Vallez, 2018), ‘robotic journalism’ (Clerwall, 2014), 'algorithmic 
journalism' (Anderson, 2012), 'machine-learning journalism' (Van-Dalen, 2012)—all are 
commonly known as 'automated journalism' (Graefe, 2016; Moran and Shaikh, 2022). Top 
media organizations, including The Washington Post, The New York Times, Reuters, and 
Associate Press (AP), are trying to practice this type of journalism (Fanta, 2017; Tunez-
Lopez et al., 2018; Chan-Olmsted, 2019; Dorr, 2015; Linden and Tuulonen, 2019). However, 
this practice is mainly confined to the sports and finance sectors (Canavilhas, 2022).  
 
Generative AI is helping to advance automated journalism. For content creation, many news 
portals have openly acknowledged the use of AI tools robustly and systematically (Korneeva, 
2023). But AI tools are also used to identify and combat any kind of disinformation (Ruffo 
and Semeraro, 2022). Adami (2023) thinks AI technology can be an opportunity or a threat to 
journalism. Cassauwers (2019) explained that with the help of AI, fake videos, audio, and 
pictures can be generated, which would be the worst practice in journalism. Hosseini et al. 
(2023) researched the OpenAI (one of the popular generative AI platforms) chatbot’s 
answers. He found that the majority of answers were incorrect, misleading, and inappropriate. 
Galactica (another AI platform) programmers warned about their biased language models 
(Galactica 2022; Heaven 2022). Pena-Fernandez et al. (2023) explained that more reliance on 
technology platforms for doing journalism will be the prime challenge in the next few 
decades. News Guard (a renowned fact-checking company) placed 100 facts on the ChatGPT 
platform in January 2023. The facts were about American politics and the health situation. It 
found that most responses were categorically false and misleading (Brewster, J. et al., 2023). 
 
Misinformation, Disinformation, and Deepfake 
 
Misinformation, disinformation, and rumor—all are made to deceive others intentionally. All 
of them are elements of fake news. Cummings and Kong (2019) suggested that 



 

misinformation and rumor have a bit of a target to deceive, while disinformation and 
propaganda come from vested interests to deliberately influence others. Spreading 
misinformation, disinformation, and rumor has many purposes, including exploiting 
individual and communal harmony (Banaji et al., 2019; Khan et al., 2019), the economic 
interest (Clarke et al., 2020; Marten et al., 2020; Wooley, 2016), and politics (Wooley, 2017; 
Bastos and Dan Mercea, 2019). 
 
Advanced technologies, social media, and electronic platforms have created new paths for 
disseminating misinformation (Bode and Vrage, 2015; World Economic Forum, 2016). 
Renowned journalist Bellingcat Eliot Higgins generated some pictures of former US 
President Donald Trump’s fictional arrest by using the generative AI platform Midjourney. 
The artifacts went viral quickly (Kahn, 2023). Techno specialist Marilin Gonzalo wrote that 
visual disinformation could have a strong emotional impact on audiences' perceptions (Kahn, 
2023). Deep fake is another threat to journalism (Day, 2018; Fletcher, 2018). Deepfake is a 
growing concern in Bangladesh. For spreading fake information, replica websites of 
established news organizations were developed during the country's national poll in 2018 
(Alam et al., 2018). In Bangladesh, 1,400 false news stories related to 206 issues were 
published by the media from January to December 2022 (Rumour Scanner, 2023). 
 
Methodology and Framework 
 
This study employed the in-depth interview method to answer the research questions, which 
are: What activities do media organisations conduct for fact-checking as generative AI-
generated disinformation poses a threat to fair journalism in Bangladesh? and What 
limitations do Bangladeshi media organisations have for fact-checking? The purposive 
sampling method was used to select journalists for interviews. Lavrakas (2008) says that 
purposive sampling is a non-probability sampling that corresponds to the whole population 
size of a research topic for a specific logic or reason. Since fact-checking is a new issue, 
purposively I selected 15 top-listed media houses: The Daily Prothom Alo, The Daily 
Bangladesh Protidin, The Daily Jugantor, The Daily Samakal, and The Daily Kalerkantho, 
The Daily Star, Financial Express, bdnews24.com, jaggonews24.com, banglatribune.com, 
dhakapost.com, Independent TV News, Somoy Television, Jamuna Television, and ATN 
News. One senior journalist from each media was selected for a roughly 40-minute interview. 
Interviews were conducted online with a questionnaire.  
 
Results 
 
Manual Practice for Verification 
 
Interviewees have revealed that despite having improved technology in the past couple of 
years, there has been no development of fact-checking methods in media houses in 
Bangladesh. They still use the old manual technique to verify information if they have 
suspicions. The fact-checking term is very new for them. Most of the interviewees stated that 
IT tools or software are a big arm for fact-checking, while AI-generated disinformation is 
being spread out everywhere. But they do not know how to use this new technology. 
Interviewee Udisa Islam, Special Correspondent, Bangla Tribune, said: 
 

‘When we get any suspicious information, we try to reach the root of that information. 
We talk to the respective sources of the news: local correspondents, government 



 

officials, etc. Everything is being conducted manually. There is no software or AI tool 
for fact-checking in our office.’ 
 

Most respondents in the study think that logistic support is important for a skilled journalist 
to do fact-checking. In this case, media organizations must hire tech-savvy journalists who 
have literacy in advanced technology. Training can also bring fruitful results. Selim Khan, 
Executive Editor, Independent TV, stated: 

 
‘Skilled manpower and logistics support, which are needed to conduct fact-checking 
digitally, are not available in our media organization. Due to this limitation, we 
cannot conduct digital activities to verify the facts.’ 
 

Some interviewees emphasized the improvement of journalists' efficiency for fact-checking 
rather than setting up fact-checking teams in media houses. They commented that if 
journalists can suck up the fact-checking technique properly with the help of technology, it 
will be easy to combat disinformation, misinformation, and fake news. Golam Mortuja, 
senior reporter on crime and human rights at bdnews24.com, said: 

 
‘I think, before installing fact-checking team, journalists should be made skilled at 
fact-checking. If we get training and facilities, we will be able to manage any kind of 
disinformation or rumors.’ 
 

Md. Mafuzur Rahman (Mishu), Special Correspondent on Politics, Gas, and Energy, Jamuna 
Television, commented on the news verification process: 

 
‘To verify the information, we analysed first-hand information from the beat reporter. 
Later, we check the respective person's Facebook, Twitter (now X), or other social 
media accounts to confirm that information. This is our general practice for fact-
checking.’ 
 

However, some of the journalists in the study asserted that they try to reach local sources and 
correspondents and sometimes go to the spots to verify the local news while doing 
verification of the international news. They search for the same news in famous international 
media organizations like AFP, Reuters, BBC, CNN, Al-Jazeera, etc. If these media contain 
that news, then they think it is not fake news. Manwar Hossain, Senior News Editor, Somoy 
TV, said: 

 
For local news, we contact beat reporters. We ask them to provide supporting 
documents related to the statement or information. If the documents sent by the 
reporter are fake, then it is very tough for us to verify the information's genuineness. 
On the other hand, we rely on international media organizations to verify 
international news. 
 

Although some interviewees emphasized the credibility of the international media in 
choosing their news for publication in their media, Goutam Mondal, News Editor (online), 
The Daily Samakal, explained: 

 
When we intend to publish any reports concerning the international media, we first 
try to weigh the credibility of that media. After examining this, the news is published 



 

in our media. This practice not only ensures the credibility of the news but also 
promotes the responsibility of objective and fake-free journalism. 

 
Image Verification 
 
Most of the interviewees opined that it is equally important to verify text news along with 
pictures. However, they are not so aware of AI-generated news, pictures, and fake content. 
Using technology tools or software to verify news has not started in the media house in 
Bangladesh. However, very few journalists stated that they use technology, especially 
Google, to verify images. Zohaer Ibna Kalim (Zoha), shift in-charge, Central Desk, The Daily 
Jugantor, presented his experience: 

 
A few days ago, one of our local correspondents sent some pictures with news to our 
newsroom. The picture caption said a group of wild elephants attacked innocent 
villagers. Human bodies were scattered there. From the doubt, I called our 
correspondent. He replied that the images were collected from one of the villagers. 
When we contacted the villager over the phone, he said that he did not snap the 
pictures with my hand; he collected them from the Internet. After that, I took help 
from Google to check the image date. Finally, I identified that this happened in an 
Indian village where these pictures were published in online media two years ago. 
 

Individual Efforts  
 
Interviewees noted that verification of information is a common practice in journalism. But 
fact-checking practices with the help of technology tools are not common. But few reporters 
and copyeditors fact-check with their knowledge and efforts. Few national and international 
NGOs and independent fact-checking organizations arranged fact-checking training and 
workshops where they participated with their interests. Media houses do not arrange any in-
house training for their employees. Razib Hasan, News Editor, The Daily Prothom Alo, said: 

 
As fact-checking has not been institutionalized, we cannot start it officially. We did 
not arrange any training regarding the issue in our house. But some of our colleagues 
do fact-checking on their initiative. They verify news and images by using Google, 
and sometimes they get help from our social media team. 
 

Udisa Islam, Special Correspondent, Bangla Tribune, echoed: 
 
I attended fact-checking training. Some fact-checking organizations provide training 
to journalists in Bangladesh. However, two years ago, there was no idea about fact-
checking among journalists. I had not heard anyone talking about it. Now they are 
familiar with this matter. Policymakers in media organizations need to come forward 
with this issue more effectively. 
 

Goutam Mondal, News Editor, The Daily Samakal, explained: 
 
Fact-checking has not officially started yet in our country. But in my media house, a 
few journalists have some knowledge of fact-checking using technology. 
Approximately 5–10% do this practice. 
 

 



 

Media and Fact-Checking Platforms’ Relationship 
 
Journalists are aware of the independent fact-checking organizations and their activities. 
Except for very few, they follow fact-checking platforms online. However, there is no 
collaboration between any media organizations and fact-checking platforms for combating 
disinformation. Interviewees think that this collaboration will improve fact-checking 
practices and develop a sense of objective journalism. Udisa Islam, Special Correspondent, 
Bangla Tribune, noted here: 

 
I am observing some fact-checking organizations' activities, which regularly publish 
reports based on their research. They presented several fake news stories that were 
published in different media organizations during a certain period. Now and then they 
contact the media houses to inform them what types of fake news they have published. 
They offer training to journalists as well. 

 
The Digital or IT Team Is Doing Fact-Checking 
 
Journalists used their digital or IT team for fact-checking as an alternative to the fact-
checking team. IT or social media teams of media organizations are becoming more relevant 
to fact-checking. Razib Hasan, News Editor, the Daily Prothom Alo, noted: 

 
In the age of technology, the importance of fact-checking has increased. Therefore, 
we are to verify many news stories. Sometimes we get help from IT and social media 
teams to ensure whether the news is fake or not, as there is no fact-checking team. 
Since AI-generated content has emerged as a threat to objective journalism, we 
discussed this issue with the IT and social media teams. Apart from this, we are 
planning to adopt a policy on using AI-generated tools for making news and pictures. 

 
Joysree Bhadury, senior reporter for the Daily Bangladesh Protidin, said: 

 
If we cannot ascertain the truth of any information or pictures, I approach the IT or 
social media team of our media house. If there was a fact-checking unit, I would go to 
them. 

 
Challenges  
 
Fact-Checking Is an Insignificant Issue 
 
Most of the interviewees stated that senior officials in the media failed to understand the 
importance of fact-checking. While fake news, rumors, and disinformation are flooding social 
spheres, this practice can help combat them. They concluded that if continuously false and 
half-true news is published by media organizations without verification or fact-checking, then 
it will damage the credibility of the media. Golam Mortoza, Editor, The Daily Star (Bengali 
Section), noted: 

 
Government repression, the crackdown by applying the Digital Security Acts 2018, 
unethical journalism, paid journalism, etc. are common phenomena in the media 
industry. If AI-generated disinformation is added, then the journalism of Bangladesh 
will face a grave threat. To deal with this adversity, the policymakers of journalism 
should be alert in advance. But, indeed, media organizations, policymakers, and 



 

organizations (government and non-government) that are engaged in developing the 
quality of standard journalism could not perceive the importance of this crisis. At 
first, we have to understand the gravity of this problem, and then find the solution. 

 
Md. Mafuzur Rahman (Mishu), Special Correspondent on Politics, Gas, and Energy, Jamuna 
Television, presented his comment in the interview: 

 
The biggest challenge is that the media staff do not understand the crisis of fake news. 
They cannot still realize it. Owners and managers of media do not want to welcome 
new thinking and knowledge. This is the reason they are afraid of any change. 

 
Interviewees noted that there is little discussion in the media about the importance of fact-
checking. As the issue has become less important, media organizations are being pushed into 
a big hole of trouble. Joyshree Bhadury, senior reporter for the Daily Bangladesh Protidin, 
observed: 

 
Recently, I watched an AI-generated video on social media in which the presenter 
said that if you take two white cardamoms in the morning, you will be cured of high 
blood pressure. After a few days, I discussed this matter with a specialist doctor. He 
said, ‘It is not scientific proof.' Such disinformation is merged into social media. As 
journalists, we have some social responsibilities to people so that they get accurate 
information. For this, a fact-checking unit is needed in our media house. But there is 
no discussion about it in our media at all. 

 
Financial Insolvency 
 
It emerged from interviewees that a lack of funds hinders conducting fact-checking activities. 
For fact-checking, skilled technical manpower and equipment are essential. While media 
houses struggle to pay their employees' salaries regularly, this extra expense is a burden for 
them. Layoffs in the media are a common phenomenon in the country. Since media 
organizations are not financially independent and solvent, editors cannot implement many 
good plans for developing news management. Zohaer Ibna Kalim (Zoha), shift in-charge, 
Central Desk, The Daily Jugantor, explained: 

 
Our media organization is struggling as the price of newspaper elements has gone up 
recently. The media has adopted a cost-reduction policy to survive. In this 
circumstance, it is a question of how the media will install a fact-checking unit. They 
are to consider the expense of adapting a new team. Along with the new team, various 
instruments like computers and advanced software are needed that are more 
expensive. 

 
Competition 
 
Some of the interviewees said that competition for publishing news first creates a way to 
publish fake news in the media. This practice is prevalent among online news portals. This 
culture obstructs news verification practices. To catch readers online, news managers want to 
publish news without any verification of information or sources, even though some news is 
published without any editing or proofreading. Ariful Islam Arman, Future Editor, 
dhakapost.com, commented: 

 



 

A fact-checking team is essential for any media house. However, a competitive culture 
indeed triggers the need for this team. Disinformation spreads more through online 
media. To achieve the target of news publishing, journalists rush to publish news and 
make mistakes. They do not want to allow more time for fact-checking and verifying 
sources. 
 

Golam Mortoza, Editor, Daily Star (Bengali Section), noted: 
 
Media organizations, especially online news portals, are in a race to publish news 
quickly. This practice becomes more evident when an important issue appears. If we 
are not aware of it, the risk of spreading fake news and disinformation will increase. 
Moreover, using AL tools, anyone can subtly create fake videos, audio, and images 
that have triggered the risk of publishing fake news in the media. So, if we emphasize 
fact-checking practices, it will reduce the spreading of disinformation. 

 
Lack of Skilled Human Resources 
 
Most of the interviewees agreed that journalists can fill up the gap left by fact-checkers if 
they get proper training on fact-checking and using advanced technology. They have a lack of 
efficiency in technology. Sheikh Salam, News Editor, ATN News, said: 

 
AI tools can generate videos, audio, and images that look genuine. It cannot be 
identified if there are no IT-skilled and experienced people in media houses. There 
are no such skilled people in our TV station. We should seriously look into this 
matter, which will help combat AI-generated disinformation. 

 
Political Pressure and Partisan Journalism 
 
Some of the interviewees said that most of the journalists have their political ideologies. 
Sometimes they serve their political purposes by publishing reports. Therefore, when they see 
any news that is favorable to their political parties and ideology, they try to publish or 
broadcast it in any way. Whether the news is fake or true does not matter to them. They do 
not want to properly verify the news. Moreover, some media intentionally publish false and 
biased news for political gain. Publishing corrections while acknowledging the mistake is 
part of journalism ethics that is not seen in this case. Golam Mortoza, Editor, Daily Star 
(Bengali Section), stated: 

 
The worst aspect of journalism in Bangladesh is that journalists have become workers 
of a political party, and journalist leaders have become leaders of a party. Therefore, 
journalists, except for some top media houses, have derailed the principles of 
objective journalism, propaganda-free journalism, or disinformation-free journalism. 

 
No House Policy 
 
It became obvious from the interviews that no media has adopted a house policy regarding 
fact-checking in Bangladesh. House policy is a guide for media organizations or journalists to 
ensure professional and objective journalism. This policy is also important to combat 
disinformation. As there is no policy, journalists do not place importance on fact-checking. 
Golam Mortuza, Editor, Daily Star (Bengali), noted: 

 



 

There are two reasons for the crisis of credibility in our journalism. One is 
malpractice journalism; another is falsehood journalism. Due to both reasons, 
journalism is suffering from this crisis. A few days ago, the Bangladeshi fact-checking 
platform Rumour Scanner presented a scenario of fake and falsely claimed news 
published in different media in the last six months. It was found that a TV channel 
published 38 fake news stories. I think that the media has no longer credibility after 
publishing a large number of fake stories. We should enact a policy where it is 
mentioned that we will not publish false news. 

 
Government and Professional Organizations’ Inactiveness 
 
The result found that government and professional organizations could play a vital role in 
developing a fact-checking culture in media organizations by arranging training, seminars, 
and workshops. But only two interviewees out of 15 said they got fact-checking training from 
the Press Institute of Bangladesh (PIB), a government organization. The activity of 
professional organizations was more frustrating. No journalists in the study got any training 
or participated in workshops from professional organizations for journalists. Golam Mortuza, 
Editor, Daily Star (Bengali), pointed out: 
 

The leaders of our professional organizations were busy with politics. They did not 
think about how to develop the journalism profession. As they are partisan 
journalists, it is foolish to expect good things from them that are effective for 
journalists. I never participated in their programs and never heard that our 
colleagues got invitations to participate in their fact-checking training or such kinds 
of programs. 

 
Discussion 
 
Automation Journalism 
 
Approximately 70% of journalism students in Bangladeshi universities believe that AI 
technologies are effective in detecting fake news, and 64% think AI is good for automated 
media content (Goni and Tabassum, 2020). The research data suggested that no media 
organizations work with automation systems for verifying information or making content. 
Journalists use manual techniques. On the other hand, most journalists have no proper 
knowledge about the automated techniques that are being used for fact-checking, news 
writing, and editing in many countries. A few of the journalists use Google Lens to verify 
images. 

 
Fact-Checkers or Journalists: Who Are the Frontliners? 
 
While almost all the mainstream media in neighboring India have a separate fact-checking 
team (Hossain and Muzykant, 2023), there is no separate fact-checking team or specialists in 
any media organizations in Bangladesh, which is a big loophole for fact-checking practices. 
So, media organizations are unprotected. If there is a weakness in fact-checking, fake news 
spreads everywhere in society (Lowrey, 2017). It is difficult for journalists to identify AI-
generated disinformation, which can create genuine content. 
 
There is no official collaboration between media organizations and independent fact-checking 
platforms. It is true that if they worked together, the spreading of fake news would be greatly 



 

reduced. FactCheck.org and PolitiFact have collaborated with local and national news 
organizations in the USA to assist journalists with fact-checking and sharing their works, 
which is effective in combating fake news (Amazeen, 2013). 
 
Journalists are aware of fact-checking platforms' activities. They follow the activities. This 
finding contrasts with the previous study that concluded that most of the journalists in 
Bangladesh are not aware of fact-checking organizations' work. (Haque et al., 2022). 
Although fact-checkers think their involvement and position in society are unique and 
different from journalists' work (Graves et al., 2016; Shin and Thorson, 2017). 
 
Improving literacy  
 
To build awareness about fake information among the general public, the media, civil society, 
NGOs, government, and professional organisations can play a vital role. Additionally, for 
journalists, training, workshops, or seminars on AI and disinformation and their impact on 
society should be organised regularly. Some respondents said that few NGOs conducted these 
types of programs for journalists on a small scale. Hossain and Muzykant (2023) found, 
Bangladeshi journalists need to acquire fact-checking techniques to combat disinformation. 
The USA, Germany, and Australia introduced media literacy programs to combat 
disinformation (Tulodziecki and Grafe, 2029; Ciampaglia et al., 2015). The New York 
Times, Washington Post, and many more media organizations offer general people curricular 
resources around information credibility, use of evidence, and news production (Bulger and 
Davison, 2018). This builds trust in the media. Spreading fake news or disinformation will 
create a big threat not only to journalism but also to democracy (Kaplan, 2020; Borges et al., 
2018; Qayyum et al., 2019). 
 
Ethical and Legal Binding 
 
Some interviewees suggested that political pressure and partisan journalism pushed the fact-
checking initiative backward. Due to political pressure, journalists lost interest in uncovering 
the innocent truth. Therefore, understanding and pursuing journalism ethics and morality is 
important, which may reduce the publication of fake news in the media. Most journalists 
maintain personal relationships with political leaders and top government officials, which is 
tantamount to self-interest. Haque et al. (2020) found that the collaboration between 
journalists and political leaders may harm journalism. Legal binding is also crucial for 
ensuring fair journalism. For this purpose, the Press Council Act, the Official Secret Act, the 
Defamation Act, the Digital Security Act (now the Cyber Security Act), and many more have 
been enacted. However, these laws are being used more on journalists so that they cannot 
uncover any government corruption or human rights violations instead of ensuring fair 
journalism. From January to April 2023, there were 1,295 cases under the Digital Security 
Act; 27% of the cases were against journalists (Hasan, 2023). 
 
Conclusion 
 
The study finds that there is no separate fact-checking activity in media organizations. 
Journalists usually do it manually when they have doubts about any information. Automation 
systems for making content and fact-checking are fully absent, while misinformation and 
disinformation are flooding the social sphere. As a result, false and fake information is 
continuously becoming news for readers. Fact-checking platforms (very few) examine the 
authenticity of information when it goes viral. If they had a collaboration with the media, 



 

fact-checking practices would improve. The result shows that journalists are unable to fact-
check due to a lack of skills and tools, like software. 
 
However, the study is limited to a small number of participants and a short period of time. 
Therefore, the findings may not be generalized. Despite this limitation, the study made an 
important contribution to bringing out the real scenario of fact-checking and its challenges in 
Bangladesh. The results of the research and suggestions will help conduct future research 
with larger participants and a broader scope. Moreover, this research brought attention to 
media investors, scholars, and journalists about the mighty power of AI and its usages. 
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Appendix-A 
 
Interview Questions for Journalists  
 

1. What is your duty with your news organization? What issues do you cover?  
2. How long are you working in journalism? 
3. To what extent do you take help from the tools (ChatGPT) of Artificial Intelligence 

(AI) for writing and editing report in your work?   
4. What do you think about the role of AI technology in journalism in the age of 

technology? 
5. Are you aware of AI generated disinformation?  

If yes, what do you think the threat of AI generated disinformation pose to objective 
journalism? 

6. How do you verify the sources of information when you are in doubt about the 
accuracy of the information? Please give examples. 

7. Do you apply any technological tools to prove sources of information and data? If 
yes, please give an example. 

8. Did you participate any fact-checking training and workshop in any stage of your 
career? 

9. Do your organization arrange any factchecking training for their employees? 
10. Are you aware of any fact-checking organizations in Bangladesh? Do you follow their 

fact checks? 
11. Do your organization take help from independent factcheckers if need help? 
12. Does your news organization have a separate fact-checking unit?  

If yes, then describe how they work to combat disinformation? 
if no, do you think your media organization should have to combat the flood of 
disinformation? Does your organization have any plan to install factchecking unit? 

13. What challenges do you think have in media organizations in Bangladesh for doing 
factchecking while disinformation especially AI-generated disinformation is 
spreading in every social sphere? 

 
Appendix-B 
 
Name of Interviewees 
 
Name  Post Org.  Email 
Golam Mortoza The Editor The Daily Star 

(Bengali) 
mortoza@thedailystar.net 
 

Selim Khan Executive 
Editor 

Independent TV selimkhan70@gmail.com 

Ariful Islam 
Arman 

Future Editor  Dhakapost.com arif.arman@gmail.com 

Razib Hasan  News Editor  The daily Prothom 
Alo 

razib.hassan@prothomalo.com 

Goutam Mondal News Editor  The Daily 
Samakal 

gmondal@hotmail.com 
 

Sheik Salam News Editor  ANT News  sasalammc@gmail.com 
Manwar Hossain News Editor  Somoy TV in2manwar@yahoo.com 

 
Zohaer Ibna Join-news The Daily zoha.ik@gmail.com 



 

Kalim(Zoha), Editor Jugantor  
Md. Sakhwat 
Hossain 

Assistant News 
Editor 

Jagonews.com mshossain.sujan@gmail.com 
 

Ahmed Juwel News Editor  The Daily Kaler 
Kantha  

+8801707077958 

MafuzurRahman 
(Mishu), 

Special 
Corresp  

Jamuna Television mishubdf@gmail.com 

Joysree Bhadury Senior 
Reporter  

Bangladesh 
protidin  

joysreemun@gmail.com 

Udisa Islam Special 
Corresp. 

Bangla Tribune udisaislam@gmail.com 

Sajibur Rahman Senior 
Reporter 

The Financial 
Express 

sajibur@gmail.com 
 

Golam Mortuja Senior 
Reporter 

Bdnews24.com golam.mortuja@bdnews24.com 
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