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Abstract 
 

In recent years, wireless sensor networks have been widely used in many real-life 
scenarios, and have become more and more important. However, network 
connectivity is necessary for sensor network applications. When some of sensor nodes 
fail (due to energy depletion or destruction), it will cause the network disconnected. 
How to restore network connectivity is very important. 
Hence, in this paper we propose a Distributed Coverage-based Connectivity 
Restoration (DCCR) which just needs a few nodes to execute critical nodes detection; 
coverage rate, residual energy, distance and degree are also considered to choose a 
backup node. Then, to promote the coverage rate, a better location is searched for a 
backup node to move to. Finally, the simulation results demonstrate that our proposed 
scheme has good performance in terms of coverage rate and residual energy than 
DARA and NORAS. 
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I. INTRODUCTION 

Wireless Sensor Networks consist of a large number of sensor nodes which execute 
the task in a special environment. These sensor nodes are capable of computing data, 
monitoring environment, collecting information and transferring data etc. In recent 
years, wireless sensor networks have been widely used in many applications such as 
monitoring the action in the battlefield, tracking wild animals in the natural environ-
ment and sensing temperature/humidity in the forest. Additionally, volcano monitoring, 
debris flow detection and disaster notification are also used widely. 
 
How to use limited energy to implement tasks of sensor nodes in the specific area is an 
important issue. In general, the nodes communicate and coordinate to send the data in 
the connected network. When some of sensor nodes failed, it would cause the network 
disconnected and tasks failed possibly. Therefore, the network connectivity is very 
important in the application of wireless sensor networks. The environment is usually 
harsh or difficult for people to reach in wireless sensor network. Hence, the nodes 
must have the ability to recover network connectivity by itself when network is dis-
connected.  
 
There are many studies in how to recover network connectivity when nodes fail in 
wireless sensor networks (e.g.[2-7][10][13-16]). However, most of the researches have 
to execute the critical node detection in advance. For example, K.Akkaya et al.[2] 
modified CDS[8] to get the algorithm of critical node detection; some of researchers 
directly utilized DFS[9] algorithm. However, they are not suitable for wireless sensor 
networks, which consist of the large number of nodes, because they have to keep to-
pology information of entire networks. In addition, some critical node detection algo-
rithms [11] are not efficient in a special topology although it only needs the local in-
formation. 
 
The network connectivity restoration mechanisms will be triggered when the failure 
node is the critical node. N. Tamboli et al. [14] used neighbors of a failure node to re-
cover the temporary connectivity. Nevertheless, the neighbor nodes moving exces-
sively will cause energy   depletion. In addition, it was not suitable for emergency 
events because the latency of data delivery would be long. M. Younis et al. [16] pro-
posed that all nodes moved inward to the location of a failure node to recover connec-
tivity. However, the drawbacks are that more sensor nodes moved and the coverage 
rate became worse. A. Alfadhly et al. [7] improved the problem of node’s movement. 
But the coverage rate will be low. Most of researchers looked for a backup node to 
move to the location of the failure node. The selection of a backup node will affect the 
network performance. A.A. Abbasi et al. [5] proposed that when the network was di-
vided into number of areas and a critical node failed, the backup node, which is close 
to the failure node was selected from the least number of nodes area. The premise of 
this situation is that every node knows all information of network topology. A.A. Ab-
basi et al. [3] proposed the node should be one hop neighbor with minimum degree of 
failure nodes to be backed up. If there are two or more backup nodes, it considers the 
closest one. But if the backup node is the critical node, it will initiate a series connec-
tivity restoring processes. K. Vaidya et al. [15] avoided choosing the critical node and 
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took coverage rate, degree of node into account. Unfortunately, maybe it will not find 
any backup node in some special topology. However, the sensing energy of nodes is 
limited and are not considered by the above researchers. In addition, the coverage rate 
will affect the performance of the sensor nodes. Thus, we propose the DCCR to 
achieve the high coverage rate and restore connectivity in this paper. 
 
The rest of this paper is organized as follows. Section II presents the design of our 
connectivity restoration. We evaluate the proposed scheme by simulations in Section 
III. Section IV concludes the paper. 

 

II. NETWOK CONNECTIVITY RESTORATION 

We describe our proposed scheme as follows: i. Critical node detection. ii. Choose the 
backup node. iii. The location a backup node moves to. iv. Maintenance mechanism. 
 
i. Critical node detection 
In this section, we propose the simple and effective critical node detection which just 
needs location information and executes when it needs to reduce energy consumption 
and control overhead. 
 
First, the nodes execute the critical node algorithm and send the packet with different 
ID of its neighbors (ex: Packet(ID, TTL, Initial node)). The value of TTL will be de-
creased by one when a node receives the packet. The packet will be broadcasted to the 
one-hop neighbors if the value of TTL is not equal to zero. The node returns the pack-
ets to the initial node when it receives more than or equal to two different numbers of 
packets from some initial nodes. Finally, the initial node unites the packets when it 
receives all returned packets. If the union equals to the all initial ID, this node will be 
regarded as the non-critical node (the detail of algorithm is shown in Fig. 1). As shown 
in Fig. 2, node A sends the packets (ID={1, 2 and 3}) of its neighbors ({B, C and D}) 
and sets the value of TTL (TTL=2). The nodes (B, C and D) broadcast the packet to 
their one hop neighbors and set the new value of TTL (TTL = TTL -1) until the value 
of TTL equals zero. The node G receives two different ID of packets (2 and 3), then it 
returns the packets to initial node A. Finally, the node A determines that it is the criti-
cal node because the received packet ({2 and 3}) is not equal to the all initial ID ({1, 2, 
and 3}). In another example as shown in Fig. 3, nodes (E and F) receive two different 
packets ({1 and 2}, {2 and 3}), then each returns the packets to initial node A. Be-
cause the union of received packet ({1, 2, and 3}) equals to the all initial ID, hence, 
node A is the non-critical node. However, this method may have errors in the detection 
of critical node when there are large loops in the network. However, the critical node 
detection has more than 96% accurate rate when the value of TTL equals three ([10]). 
Therefore, we can modify the value of TTL to increase the accurate rate in different 
network size and applications. 
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Fig. 1. Critical node detection algorithm. 
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Fig. 2. The node A is the critical node. 
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Fig. 3. The node A is the non-critical node. 

 

ii. Choose the backup node 
To avoid disconnection of network when nodes depleted energy, we set the threshold 
of energy. Therefore, we must choose a backup node which   moves to some location 
(detail in next chapter) to maintain network connectivity when the sensor node is a 
critical node and its energy is below the threshold.  
 
The purpose of choosing a backup node is to restore network connectivity. So, the 
critical node is not suitable to be the backup node, because it will cause a series con-
nectivity restoring processes. Hence, in this paper the critical node is not regarded as 
the backup node. In addition, the coverage rate will affect the performance of the net-
work. Therefore, we hope to select the backup node which influences the minimal 
coverage rate after moving. Moreover, the node 's residual energy, distance from this 
node to failure node and degree are factors to select this node as a backup node or not. 
Based on the above observation and analysis, we set the weight value relative to a 
failure node. The high weight value stands for more probability of being the backup 
node. 
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Assume that the node  u  will be failed (call failure node). The weight function  ( )uw v  
that the node   v to   u is defined as follows: 

 
 

1                                  ,   critical node
( )

A E D K,   non - critical nodeu

v
w v

vα β γ δ

− ∈⎧
= ⎨

+ + + ∈⎩
 

0 , , , 1, + + + =1α β γ δ α β γ δ≤ ≤ 　  

1the overlapped coverage of  and N ( )A =
the sensor area of 

v v
v

 

the residual energy of E =
the initial energy of 

v
v

 

the transmission range of D =
the distance between u and 

v
v

 

1K =
averge degree of  neighbor nodes v

 

 
 

, , ,α β γ δ are parameters which are adjusted for different applications. By the 
above definitions, all the parameters are greater than or equal to zero, so the weight 
value of the node is greater or equal than zero when it is a non-critical node. Further-
more, the sensor node needs to execute critical node detection to determine whether it 
is the critical node before computing the weight values. 
 
The sensor node   u executes critical node detection when it will fail. The selection of 
the backup node mechanism will be triggered when the node   u is a critical node. The 
detailed mechanism is as follows: 
 
First, the sensor node   u informs one hop neighbors of calculating the weight value, 
and chooses the sensor node 1  p with the highest weight value. If 1 ( ) 1 uw p ≠ − ( 1  p is 
non-critical node), then the sensor node 1  p is the backup node for node  u . If there are 
the same weight values in more than two nodes, the node with maximum ID will be 
the backup node. Otherwise, the sensor node   u informs two hop neighbors to calculate 
the weight value and get their one hop neighbor information in the meanwhile. Then, 
the sensor node  u chooses the backup node with the highest weight value. Similarly, 
the nodes with the maximum ID will be the backup node when they have the same 
weight value. If all of  ( ) 1,uw p = −  2 ( )p N u∈ , the node   u uses the received information 
to execute DFS algorithm in the local to check if there is a circular loop or not. 
If the circular loop exists, the node   u will correct the node misjudged as a critical node 
for the non-critical node. Then, it has to calculate the weight value again to find the 
new backup node. If there is no circular loop, the node  u repeats the above steps to 
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find the backup node in three hop neighbors. Generally, the node usually can find the 
backup node, because it must exist the non-critical node in any graphics (the detail of 
algorithm is shown in Fig. 4). For example, in Fig. 5, node A notifies one hop neigh-
bors to calculate the weight value and then selects the highest weight value node B as 
the backup node when node A will fail. In another example in Fig. 6, the node A noti-
fies node (B, C, D and E) of its one hop neighbors to execute the critical node detec-
tion algorithm (TTL = 2) and calculate the weight value. The weight values of nodes 
(B, C, D and E) are -1, so they are the critical nodes. Then, node A informs the nodes 
(F, G, H and I) to calculate the weight value and their weight values are also -1. How-
ever, the node A has the nodes '  (F, G, H and I) one hop neighbor information so that 
it can find there are two cycles (J-G-C-A-B-F-J and K-I-E-A-D-H-K) in the network 
as shown in Fig. 6(a). After updating the weight value, the node D is selected as the 
backup node because it has the highest weight value, as shown in Fig. 6(b). 
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Fig. 5. The selection of backup node (there is the non-critical node in two hop neigh-

bors). 
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Fig. 6. The selection of backup node (the nodes is misstated to be critical node). 
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Fig. 4. Backup node algorithm 
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iii. The location a backup node moves to  
The backup node usually moves to the location of a failure node to maintain the net-
work connectivity. But we think that there is a better location to improve the coverage 
rate than the location of a failure node. 
l Candidate locations 

For example, in Fig. 7, the degree of failure node   u is two and the backup 
node   p is node  '  u s one hop neighbor (assume 1 ( ) { , }N u p q= ). Then, the location 
of   w is the intersection of line  pq and circle   q (the center is   q and the radius is  tR ). 
The location of   u and   w will be the candidate locations where the backup node may 
move to. Otherwise, the center of the circle is node  '  u s one hop neighbors,   tR is the 
radius, the location of intersection on the circle which are less or equal 
to   tR and   u will be the candidate location where the backup node may move to, as 
shown in Fig. 8. 

Transmission range 
Failure node

Candidate location

Sensor node
Backup node

q

u
w
p

 
Fig. 7. The backup node p  will move to the candidate locations (when ( ) 2deg u =  

and 1( )p N u∈ ). 

p
u

1w

2w

3w

Transmission range
Failure node

Candidate location

Sensor node
Backup node 

 
Fig. 8. The backup node p  will move to the candidate locations (when ( ) 2d u ≠  or 

( ), 2ip N u i∈ ≥ ). 

 

l The better candidate locations 
After calculating the candidate location, we calculate the lowest overlapped 

coverage with 'u s one-hop neighbor to be the better candidate location. However, the 
coverage of node   p  and node   u will be ignored when calculating the overlapped 
coverage (the detail of algorithm is shown in Fig. 9). For example, in Fig. 10, the 
candidate locations are 1 w , 2 w , 3 w and  u . Then, 1  w is the better candidate location, 
because it has lowest overlapped coverage. 
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Fig. 9. Better-Location for Backup node algorithm 
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Fig. 10. The better candidate location. 

 

l The backup node moves to the better candidate locations 
When determining the better candidate location, the backup node   p directly moves to 
the better candidate locations to restore network connectivity when the node   p is 
one-hop neighbor of node  u . Otherwise ( ( ),kp N u∈  k 2≥ ), assume that the shortest 
path between the node   u and the node   p is 1 2 u p p− − −  

2 1 1,  ( ), 1,2 , 1. k k ip p p p N u i k− −− − − ∈ = −L L Then, when 1  p moves to the better candidate 
location, 2  p moves to 1  p until   p moves to 1 kp − . We can balance the energy 
consumption and restore the network connectivity by these steps. As shown in Fig. 11, 
the backup node   p directly moves to the better candidate locations 1 w . As shown in 
Fig. 12, first, the node 1  p moves to better candidate locations and the node   p moves 
to location of 1 p . 

 
Nevertheless, the node   u only uses one-hop neighbor to calculate the better candidate 
location. if the location where the backup node may move to is not the location of 
node  u . it have to recalculate the overlapped coverage again. The backup node will 
move to the location of node   u to get the better coverage when the overlapped cover-
age of a better candidate location is higher than the value  ( 0) c c > of node  u . 
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Fig. 11. The backup node is the failure node '  s one hop neighbor. 
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Fig. 12. The backup node is no failure node '  s one hop neighbor. 

 

iv. Maintenance mechanism 
The sensor node cannot find the backup node to restore networks connectivity on time 
when the critical node is damaged suddenly. We also propose a mechanism to solve 
this case. 
 
The node   u will detect whether it is the critical node or not when it finds out that its 
next forwarding node   v  is damaged (call damaged node). When node   u is a 
non-critical node, it directly moves to the location of damaged node  v , as shown in 
Fig. 13. In another case, the node   u first triggers the network connectivity recovery 
mechanism to find the backup node   p and the better candidate location  w . Then, the 
node   u moves to the location of the damaged node   v and the backup node   p moves 
to the locations of  w , as shown in Fig. 14. 

 

Damaged node
Sensor node

Moving pathuv

 
Fig. 13. The non-critical node moves to the location of the damaged node.  

The better candidate location

uv

p
Transmission range

Damaged node
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Fig. 14. The critical node finds the backup node and then moves to the location of the 

damaged node. 
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IV. EXPERIMENTAL EVALUATIONS 

In this chapter we will describe the experimental simulation environment, as well as 
the basic parameter setting. We compare the proposed scheme DCCR with DARA[3] 
and NORAS[15] in terms of coverage rate, total travelled distance, control overhead, 
average residual energy and success rate. 
 
We use the C# language to simulate the performance. The parameters are shown in 
Table 1 . 

 

Table. 1. Simulation parameters. 

Parameter Value
Network size

Number of sensors

Transmission range

Sensor range

Energy of sensors

2 2

2 2

500 500 m ,  750 750 m ,  
1000 1000 m ,  1250 1250 m

× ×

× ×

20,  40,  60,  80,  100

50m, 75m,  100m, 125m

50m

50 ,  125 ,  200 (random)mJ mJ mJ

,  ,  ,  ,  cα β γ δ : 0.5,  : 0.16,  : 0.17,
: 0.16,  : 0.1c

α β γ

δ  
 
(1) Total travelled distance: the distance that all the nodes moved when restoring 

network connectivity. 
(2) Reduction in field coverage: the initial field coverage minus the recovery field 

coverage. 
(3) Control overhead: the message produced when restoring network connectivity. 
(4) Average residual energy: the average residual energy of moved node. 
(5) Success rate: the success rate of recovering network connectivity. 
 

Fig. 15 and 16 compare the total travelled distance with different number of nodes and 
transmission range. Our proposed method DCCR has better performance than others 
because DCCR does not choose the critical node to be the backup node and it con-
siders the distance between a backup node and a failure node. 
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Fig. 15. The total travelled distance with different number of sensor nodes(size: 

500*500, Rt: 100 m). 
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Fig. 16. The total travelled distance with different transmission range(size: 500*500, 

sensors: 60). 
 

Fig. 17 and 18 compare the reduction in field coverage with different number of nodes 
and transmission range. The DARA does not have good performance, because it does 
not consider the node coverage when it chooses the backup node. Although both 
DCCR and NORAS consider the node coverage, DCCR has better performance than 
NORAS, because it selects the better location for backup node to move to. 
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Fig. 17. The coverage rate with different number of sensor nodes(size: 500*500, Rt: 

100 m) 
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Fig. 18. The coverage rate with different transmission range(size: 500*500, sensors: 

60). 

 
Fig. 19 and 20 compare the control overhead with different number of nodes and 
transmission range. The NORAS has great number of control overhead because all 
nodes have to execute the critical node detection. However, the control overhead of 
DCCR is not much, because it only needs some parts of nodes to execute the critical 
node detection. The DARA does not execute the critical node detection, so the control 
overhead is less than DCCR. 
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Fig. 19. The control overhead with different number of sensor nodes(size: 500*500, 

Rt: 100 m). 
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Fig. 20. The control overhead with different transmission range(size: 500*500, 

sensors: 60). 

 
Fig. 21 and 22 compare the average residual energy with different number of nodes 
and transmission range. The DCCR has better performance than DARA and NORAS, 
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because it considers the node residual energy when it selects the backup node. 
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Fig. 21. The average residual energy with different number of sensor nodes(size: 

500*500, Rt: 100 m). 
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Fig. 22. The average residual energy with different transmission range(size: 500*500, 

sensors: 60). 

 
Fig. 23 and 24 compare the success rate with different number of nodes and transmis-
sion range. The DCCR has better performance than DARA and NORAS, because it 
considers the node energy to avoid the node with less energy to be the backup node.  
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Fig. 23. The success rate with different number of sensor nodes(size: 500*500, Rt: 

100 m). 
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Fig. 24. The success rate with different transmission range(size: 500*500, sensors: 

60). 

 
 
 

Fig. 25-29 compare the different methods with 100m transmission range and different 
network size. 
 
Fig. 25 compares the total travelled distance. The DCCR chooses a non-critical node 
to be the backup node which is near the failed node, so the network sizes does not af-
fect total travelled distance. On the other hand, the DARA may choose the critical 
node to be the backup node, so the total travelled distance has increased with growing 
network size. 

 
Fig. 25. The total travelled distance with different network sizes. 

Fig. 26 and 27 compare the reduction field coverage and average residual energy. The 
values are not significantly changed in different network sizes, because the two ele-
ments are less influenced by network sizes. 

 

 
Fig. 26. The reduction field coverage with different network sizes. 
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Fig. 27. The average reduction energy with different network sizes. 

 
Fig. 28 compares the control overhead. The control overhead of NORAS increases a 
lot with growing network sizes. Therefore, we show DCCR and NORAS in Fig. 29. 
The control overhead of DARA increases with growing network sizes. However, the 
increase of DCCR is not obvious. 

 

 
Fig. 28. The control overhead with different network sizes(DARA, DCCR and 

NORAS). 
 

 
Fig. 29. The control overhead with different network sizes(DARA and DCCR). 

 

Fig. 30-32 compare with DCCR in 100m transmission range and different parameters 
( , ,α β γ ). The simulation result shows that the coverage rate has improved when in-
creasing the value α . Similarly, the average residual energy and total travelled dis-
tance are better when increasing   β and  γ . So, the users can adjust the parameters by 
themself to meet the different demands. 
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Fig. 30. The reduction in field coverage with different number of sensor nodes. 
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Fig. 31. The average reduction energy with different number of sensor nodes. 
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Fig. 32. The total travelled distance with different number of sensor nodes.  

 

V. CONCLUSION 

In this paper, we propose a Distributed Coverage-based Connectivity Restoration 
(DCCR). Firstly, we design the simple algorithm to detect the failure node which 
cause network partitioned. Second, the backup node takes many important factors into 
account, such as coverage rate, residual energy, travelled distance and the degree of 
node. Finally, the backup node will move to the better candidate location to restore 
network connectivity. Besides, we also propose the effective maintenance mechanism 
when a node fails suddenly. The simulation results demonstrate that our proposed 
scheme has good performance in terms of coverage rate、residual energy than DARA 
and NORAS. Simultaneously, the total travelled distance has a good performance. 
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